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 Abstract 

 Autism  Spectrum  Disorder  (ASD)  is  a  neurodevelopmental  disease  that  impacts  1  in  54  children  in  the  United  States. 
 Generally,  the  associated  symptoms  of  ASD  include  social  and  communication  impairment,  intellectual  disability, 
 and  repeated  rigid  movements.  ASD  encompasses  many  different  characteristics  and  different  standards  of 
 diagnosis.  It  is  complicated  because  it  is  characterized  as  a  spectrum  disorder  -  it  could  range  from  very  severe  cases 
 to  mild  cases  of  this  disorder.  Along  with  Attention  Deficit  Hyperactivity  Disorder  ,  ASD  is  ranked  as  the  most 
 common  neurodevelopmental  disorder.  What  complicates  this  disorder  even  further  is  that  there  are  over  100  genes 
 associated  with  ASD,  although  these  genes  differ  for  each  patient.  Moreover,  because  of  genetic  variability,  there  is 
 a  lack  of  standardized  diagnosing  protocol  for  ASD.  The  life-long  symptoms  of  ASD  makes  those  with  this  disorder 
 suffer  greatly  because  in  most  cases  the  symptoms  do  not  get  reduced  and  ASD  patients  do  not  “grow  out  of  it”. 
 However,  there  is  a  primary  goal  for  those  with  ASD  to  have  reduced  symptoms  or  no  symptoms  at  all  which  is 
 known  as  optimal  outcome  -  the  ultimate  goal  for  those  with  ASD.  This  phenomenon  is  directly  linked  to  earlier 
 intervention,  because  of  the  greater  plasticity  of  the  brain  at  a  younger  age,  which  is  linked  to  diagnosis.  There  are 
 two  primary  routes  of  diagnosis  -  quantitative  and  qualitative  measures.  The  Social  Response  Scale  (SRS)  is  a 
 commonly  used  and  validated  quantitative  test  to  diagnose  ASD.  The  qualitative  measure  is  from  the  perspective  of 
 a  parent  or  a  physician  where  they  assess  the  symptoms  associated  with  ASD  -  lack  of  communication  skills,  lower 
 intellectual  ability,  and  repeated  rigid  movements.  Although  the  genetic  component  of  ASD  is  very  complex,  finding 
 a  genetic  mechanism  would  make  early  diagnosis  easier  and  the  subsequent  initiation  of  early  specific  intervention 
 could lead to optimal outcome for ASD patients. 

 Keywords:  Autism  Spectrum  Disorder,  Attention  Deficit  Hyperactivity  Disorder,  Optimal  Outcome,  Social 
 Response Scale, Quantitative, Qualitative, Early Intervention, Genetics, Diagnosis, Plasticity 

 1.  Introduction 

 Autism  Spectrum  Disorder,  a  neurodevelopmental 
 disease  consisting  of  a  group  of  complex 
 neurodevelopmental  disorders  that  are  represented  by 
 social  impairment  and  repetitive  behaviors.  Though 
 the  time  when  ASD  symptoms  become  visible  vary, 

 there  are  some  cases  where  the  child  develops 
 normally  but  starts  to  show  symptoms  at  age  2  or  3 
 years  old  (  Autism  Spectrum  Disorder  Fact  Sheet  , 
 n.d.).  While  there  are  disorders  related  to  ASD 
 ranging  from  Fragile  X  Syndrome  to  tuberous 
 sclerosis,  there  is  no  definitive  known  root  cause  to 
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 ASD.  In  past  years,  there  have  been  many 
 developments  with  regards  to  increasing  the  quality 
 of  life  of  those  with  ASD.  Though  ASD  is  often 
 considered  a  lifelong  disorder,  there  is  a  group  of 
 individuals  who  lose  some  or  all  of  their  symptoms. 
 This  characteristic  is  classified  as  the  optimal 
 outcome.  This  characteristic  is  measured  by  utilizing 
 a  scale  to  rate  qualitative  characteristics  ranging  from 
 visual  reception  to  communication  and  socialization. 
 The  main  objective  was  that  with  a  comprehensive 
 behavioral  and  developmental  plan  at  an  earlier  age, 
 consisting  of  intervention  from  trained  therapists  and 
 clinicians,  would  enable  the  symptoms  of  children 
 with  ASD  to  improve  and  increase  their  chances  of 
 becoming  healthier  or  achieving  the  optimal 
 outcome.  The  two  possible  outcomes  of  the 
 randomized  control  trial  that  was  conducted  to  test 
 the  efficiency  of  the  ESDM,  was  an  improvement  in 
 symptoms  or  a  decline  in  symptoms  which  was  run 
 utilizing  screening  examinations,  to  find  a  qualitative 
 measure  and  compared  to  their  initial  scores.  This 
 review  aims  to  investigate  the  correlations  of 
 genetics,  early  diagnosis  and  comprehensive 
 intervention  on  the  possibility  of  achieving  the 
 optimal outcome. 

 2.  Genetics of ASD 

 Genetics  plays  an  imperative  role  in  ASD.  There 
 are  around  100  genes  associated  with  ASD  and  it 
 differs  in  each  patient,  demonstrating  how  difficult  it 
 is  to  diagnose  ASD  definitively.  Moreover,  ASD  is 
 not  associated  with  a  single  gene.  It  is  not  only  the 
 number  of  genes  that  cause  this  issue,  but  also  that 
 these  genes  only  account  for  some  of  the  total  ASD 
 cases,  but  not  all  of  them.  As  a  spectrum-disorder, 
 ASD  has  a  varying  level  of  severity  due  to  different 
 amounts  of  genes  with  mutations.  This  paper  will 
 highlight  two  genes,  Phosphatase  and  tensin 
 homolog  (PTEN)  and  tuberous  sclerosis  complex  1 
 and  2  (TSC1/TSC2)  that  have  shown  to  be 
 associated with ASD. 

 According  to  the  Brain  Facts  Book,  PTEN  is  a 
 tumor  suppressor  enzyme  that  controls  cell  division 
 and  prevents  uncontrolled  cellular  proliferation.  It 
 also  activates  the  mTOR  pathway  through  its 
 repression  of  several  intermediate  proteins  (Figure  1). 

 The  mTOR  pathway  is  a  significant  part  of  cell 
 proliferation  and  growth  -  it  monitors  “the 
 availability  of  nutrients,  mitogenic  signals  and 
 cellular  energy  and  oxygen  levels”  (Zarogoulidis,  et 
 al.,  2014).  If  PTEN  mutations,  such  as  PTEN 
 haploinsufficiency,  are  what  primarily  cause  ASD,  a 
 potential  solution  is  inhibiting  the  mTOR  pathway 
 (Sato,  2016).  To  test  this  theory,  scientists  have 
 conducted  studies  with  mice  who  have  PTEN 
 mutations.  PTEN-mutant  mice  had  altered  sociability, 
 anxiety,  and  repetitive  behaviors.  Scientists  used 
 drugs  that  inhibit  the  mTOR  pathway  (Wnuk,  et  al., 
 2018).  The  mice’s  anxiety,  social,  and 
 communication  skills  markedly  increased  after 
 treatment,  thus  resulting  in  an  improvement  in 
 quality  of  life  (Sato,  2016).  These  results  indicate  the 
 potential  cause  and  treatment  for  those  with  ASD. 
 Taken  together,  these  results  suggest  that  inhibiting 
 the  mTOR  pathway  and  its  rapid  cell  proliferation 
 and  growth  could  be  a  possible  factor  in  improving 
 ASD symptoms. 

 Figure  1.  P13K-PTEN-mTOR  Pathway  .  The  figure 
 shows  how  PTEN  and  TSC1/2  are  upstream 
 modulators  of  the  mTOR  pathway.  Activation  of  the 
 mTOR  pathway  leads  to  effects  downstream  in  cell 
 growth and proliferation (Lasarge & Danzer, 2014). 

 In  addition,  TSC1  and  TSC2  are  also  associated 
 genes  with  ASD.  TSC1  and  TSC2  are  genes  that 
 code  for  proteins  that  control  cell  growth  and  size.  A 
 mutation  on  TSC1  and  TSC2  causes  tuberous 
 sclerosis,  which  is  characterized  by  uncontrollable 
 cell  growth,  which  could  lead  to  numerous  benign 
 tumors  in  the  body.  (  Tuberous  Sclerosis  Complex  , 
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 2020).  Interestingly,  40%  of  patients  with  tuberous 
 sclerosis  also  have  ASD,  demonstrating  the 
 possibility  of  a  similar  genetic  cause.  Contributing  to 
 the  mTOR  pathway,  these  genes  have  a  major  role  in 
 terms  of  cell  growth,  metabolism  and  proliferation 
 (Wnuk,  et  al.,  2018).  This  once  again  shows  the 
 correlation  between  the  mTOR  pathway  and  ASD, 
 which  can  provide  a  different  outlook  on  the  cause  of 
 autism.  If  a  genetic  characteristic  of  autism  was 
 discovered,  early  diagnosis  would  become  possible 
 similar  to  the  means  of  diagnosing  disorders  like 
 Down-syndrome,  which  is  associated  with  Trisomy 
 21.  The  identification  of  a  trisomy  21  immediately 
 dictates  that  Down  syndrome  is  present, 
 demonstrating how it could be diagnosed easily. 

 Although  PTEN  and  TSC1/TSC2  are  important 
 for  the  development  of  ASD,  twin  studies  now  show 
 that  genetics  may  not  be  the  only  factor  in  developing 
 ASD.  Some  people  are  more  prone  to  ASD  than 
 others.  If  one  twin  were  diagnosed  with  ASD,  the 
 other  twin  is  only  36-95%  likely  to  be  diagnosed  as 
 well  (Autism  Spectrum  Disorder  Fact  Sheet,  n.d.). 
 Identical  twins  have  the  same  genetic  makeup  so  one 
 would  assume  the  genetic  heritability  is  100%,  which 
 is  not  the  case  here.  This  suggests  that  there  may  be 
 other  epigenetic  factors  that  contribute  to  ASD 
 development.  These  questions  can  only  be  answered 
 with  further  research  in  this  field.  Because  the 
 genetic  makeup  of  identical  twins  are  the  same,  the 
 fact  that  the  other  twin  is  not  guaranteed  to  have 
 ASD  shows  that  genetics  is  not  the  only  factor  in 
 play,  which  once  again  describes  the  complexity  of 
 diagnosis. 

 3.  Quantitative  and  Qualitative  Diagnostic 
 Measures 

 ASD  is  diagnosed  with  both  qualitative  and 
 quantitative  measures.  The  qualitative  measure  is 
 usually  done  by  the  parents  or  pediatricians  who 
 screen  for  the  associated  symptoms  of  ASD, 
 including  lack  of  communication  skills,  lower 
 intellectual  ability,  and  repeated  rigid  movements. 
 There  are  three  types  of  tests  that  screen  for  ASD  in  a 
 quantitative  manner.  The  Social  Communication 
 Questionnaire  (SCQ)  and  the  Social  Responsiveness 
 Scales  (SRS)  are  easy  and  inexpensive  ways  to 

 screen  for  ASD  routinely.  The  Autism  Diagnostic 
 Observation  Schedule  (ADOS)  is  another 
 quantitative  test  that  is  conducted  by  a 
 trained-physician. 

 The  SCQ  is  a  questionnaire  type  test.  It  was 
 created  for  children  4  years  and  older,  who  have  a 
 mental  age  above  2.  Mental  age  is  defined  as  a 
 combination  of  factors  including  responsibility,  IQ, 
 and  social  skills  at  a  specific  time.  The  time  duration 
 assigned  to  complete  the  assessment  is  10  minutes. 
 The  SCQ  is  to  be  completed  by  either  the  parent  or 
 caregiver  and  consists  of  40  yes-or-no  questions.  An 
 example  of  a  question  is  “gets  hyperactive,  angry, 
 screams,  yells  often”  and  the  parents  would  have  to 
 answer  true  or  false  for  this  question  (Social 
 Communication  Questionnaire:  Questions,  General 
 Description,  Uses  and  Limitations,  2019).  The 
 assessment  measures  the  communication  and  social 
 skills  from  a  parent/caregiver  standpoint.  This 
 questionnaire  utilizes  the  qualitative  symptoms 
 observed  by  parents  to  provide  the  predicted  severity 
 of  each  symptom,  thus  providing  a  diagnosis  if  the 
 cutoff  score  meets  the  limit  needed  for  ASD.  There 
 are  two  versions  of  this  specific  assessment  - 
 Lifetime  and  Current  (Rutter,  2003).  The  Lifetime 
 SCQ  assessment  utilizes  the  child’s  complete 
 developmental  history.  The  cutoff  score  for  a 
 probable  diagnosis  of  ASD  on  this  type  is  15  where 
 the  possible  score  can  range  from  0-40.  The  Current 
 SCQ  assessment  utilizes  the  child’s  developmental 
 history  for  the  past  3  months  and  is  used  to  determine 
 improvements or worsening of ASD symptoms. 

 The  SRS  is  also  a  questionnaire  type  test.  The 
 second  edition  SRS  assessment  consists  of  4  different 
 types  of  forms  -  a  school  age  form,  a  preschool  form, 
 an  adult  (relative/other  report)  form,  and  an  adult 
 (self-report)  form  (Social  Responsiveness  Scale, 
 Second  Edition  (SRS-2),  n.d.).  The  school  age  form 
 is  created  for  children  of  ages  4  to  18  and  should  be 
 completed  by  a  parent/caretaker.  The  preschool  form 
 is  created  for  children  of  ages  2.5  to  4.5  and  should 
 be  completed  by  a  parents/caretaker  as  well.  The 
 adult  (relative/other  report)  form  is  for  ages  19  and 
 up  and  should  be  completed  by  a  relative  or  guardian. 
 The  adult  (self-report)  form  is  for  ages  19  and  up  and 
 should  be  completed  by  the  adult  themselves.  The 
 time  duration  to  complete  the  assessment  is  15  to  20 
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 minutes,  which  is  longer  than  the  SCQ  assessment. 
 The  SRS  reveals  aspects  of  social  skills  that  are 
 usually  missed  by  parents/caregivers  -  the  yes-or-no 
 questions  are  key  for  this  principle  (Moody,  et  al., 
 2017).  Social  awareness,  social  cognition,  social 
 communication,  social  motivation,  and  restricted 
 interests  and  repetitive  behaviors  are  the  five 
 subscales  in  which  the  severity  and  social  deficits  are 
 portrayed  by  the  total  score  (Social  Responsiveness 
 Scale,  Second  Edition  (SRS-2),  n.d.).The  aggregate 
 of  all  five  subscales  determines  the  severity  of  ASD 
 symptoms.  The  score  for  the  SRS  ranges  from  15  to 
 60.  30  is  the  cut-off  score  on  this  assessment  where  a 
 score  in  the  range  30-36  results  in  the  diagnosis  of 
 mild/moderate  autism,  a  score  greater  than  37  is 
 classified  as  severe  autism  and  a  score  below  30  is 
 classified  as  no  autism  (Park,  et  al.,  2018).  Some 
 limitations  of  self  report  tests  are  confirmation  and 
 observer  bias.  For  example,  if  a  person  is  filling  out 
 the  SRS  questionnaire  for  themselves  or  for  their 
 child  and  firmly  believes  that  they  have  ASD,  due  to 
 confirmation  bias,  they  are  more  likely  to  answer  yes 
 to  some  questions.  Confirmation  bias  is  the  tendency 
 to  interpret  evidence  or  answer  questions  as  a  way  to 
 confirm  one’s  existing  beliefs  (Nickerson,  1998). 
 Observer  bias  is  a  discrepancy  that  is  caused  during 
 the  process  of  observing  or  recording  information 
 (Mahtani,  et  al.,  2018).  Confirmation  and  observer 
 bias  could  potentially  skew  the  results  of  the 
 questionnaire,  thus  affecting  the  patient’s  official 
 score and diagnosis. 

 Another  diagnostic  measure  that  is  more  accurate 
 than  SCQ  and  SRS  is  the  ADOS  test.  It  is  an 
 activity-based  assessment  done  by  trained  clinicians 
 who  utilize  controlled  scenarios  and  makes  direct 
 observations  about  the  patient’s  behaviors.  Clinicians 
 are  paired  with  individuals  who  they  have  no 
 relationship  with.  (Dreison,  2019).  The  ADOS  test 
 can  be  done  for  12-month  infants  and  older  and 
 usually  takes  30-60  minutes  to  administer.  It  consists 
 of  direct  observation  of  the  symptoms  present  as  well 
 as  interviews  with  the  individual  and  possibly  the 
 individual’s  parents  (Dreison,  2019).  Confirmation 
 and  observer  bias  is  reduced  because  a  team  of 
 trained  clinicians  review  a  video  recording  to  make  a 
 diagnosis.  It  also  takes  around  1-2  weeks  to  receive 
 the  results.  Although  the  ADOS  test  takes  more  time, 

 there  is  less  bias  because  it  is  conducted  by  trained 
 clinicians. 

 These  quantitative  methods  -  SCQ,  SRS,  and 
 ADOS  -  use  subjective  observations  of  symptoms  in 
 children  to  make  a  diagnosis.  However,  there  is 
 currently  no  pure  quantitative  test  that  does  not 
 revolve  around  the  symptomatic  basis  of  ASD.  If 
 such  a  source  for  diagnosis  were  available,  this 
 would  mean  a  more  definitive  diagnosis  for  ASD, 
 which  would  reduce  the  bias  sometimes  produced  by 
 SCQ  and  SRS.  SRS,  SCQ,  and  ADOS  assessments 
 remain  an  effective  mechanism  to  screen  for  ASD, 
 however,  there  are  limitations.  Therefore,  if  there 
 existed  a  quantitative  diagnostic,  that  would  be  more 
 beneficial  for  early  intervention,  which  would  yield  a 
 higher probability for an optimal outcome. 

 4.  The  Benefits  of  Early  Intervention  and 
 Connection to Optimal Outcome 

 Some  studies  have  demonstrated  that  early 
 intervention  is  primarily  what  increases  the  chances 
 of  achieving  an  optimal  outcome.  One  such  early 
 intervention  that  was  used  in  a  randomized- 
 controlled  trial  was  the  Early  Start  Denver  Model 
 (ESDM).  The  ESDM  was  a  comprehensive 
 developmental  behavioral  intervention  that  was 
 delivered  by  trained  therapists  and  parents  for  2 
 years.  (Dawson,  et  al.,  2010).  48  children  with  ASD 
 who  were  18-30  months  old  were  randomly  assigned 
 to  one  of  two  groups,  the  one  that  used  the  ESDM,  or 
 the  assess  and  monitor  group  (A/M).  In  the  A/M  the 
 child  was  referred  to  a  local  provider  that  provided 
 intervention  that  is  commonly  provided  in  the 
 community.  (Dawson,  et  al.,  2010).  The  A/M  group 
 got  yearly  assessments  with  recommendations  on 
 possible  interventions  as  well  as  referrals  for 
 intervention  from  community  providers  in  the  region. 
 The  ESDM  group  received  yearly  assessments,  20 
 hours  a  week  of  the  ESDM  intervention  from 
 clinicians,  parent  training,  and  parent  administration 
 of  the  intervention  for  5  or  more  hours  per  week 
 (Dawson, et al., 2010). 

 The  results  of  these  trials  after  2  years  were 
 significant  improvements  in  IQ,  adaptive  behavior, 
 and  autism  diagnosis  for  the  ESDM  group  when 
 compared  to  the  A/M  group.  In  addition,  the  ESDM 
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 group  displayed  a  17.6  point  improvement  in  their 
 ADOS  score  collected  at  both  the  beginning  and  end 
 of  the  trial,  while  those  in  the  A/M  group  displayed 
 an  average  of  7.0  point  improvement.  This 
 demonstrates  that  when  compared  to  “average” 
 intervention,  the  ESDM  group  had  more  of  a  positive 
 impact  for  those  with  ASD  proving  that  it  is  more 
 effective  in  this  trial.  The  study  also  highlighted  the 
 importance  of  an  early  and  comprehensive 
 developmental  behavioral  intervention,  as  evidenced 
 by  improvements  in  IQ,  adaptive  behavior,  and  ASD 
 diagnosis  after  the  2  years  of  the  trial.  The  A/M 
 community  intervention  represents  a  normal 
 intervention  program  that  most  people  diagnosed 
 with  ASD  would  likely  get.  The  difference  in 
 effectiveness  between  the  ESDM  and  the  community 
 intervention  shows  that  initiating  interventions  at  an 
 earlier  stage  that  is  more  specific  to  the  symptoms 
 exhibited  seems  to  reduce  the  severity  of  ASD  and 
 produce  long-term  results.  It  brings  them  closer  to  the 
 ultimate goal of optimal outcome. 

 There  primarily  seems  to  be  a  correlation  between 
 early,  focused  intervention  and  optimal  outcome. 
 When  there  is  early  intervention,  this  is  caused 
 directly  because  of  early  diagnosis.  If  intervention  is 
 started  early,  the  child’s  brain  is  more  “‘plastic’  or 
 changeable”  giving  children  the  best  chances  to 
 develop  to  a  greater  level.  This  characteristic  makes 
 it  easier  to  improve  based  on  treatment  plans  like 
 behavioral  and  speech  therapy  at  younger  ages, 
 relating  to  the  direct  correlation  between  early 
 intervention  and  optimal  outcome  (  Early  Intervention 
 for  Autism  ,  n.d.).  In  some  cases,  this  means  losing  all 
 the  symptoms  associated  with  ASD  and  having  a 
 tremendous  improvement  in  both  IQ  and  adaptive 
 behavior  as  well  as  social  skills  like  communication. 
 However,  most  often,  an  improvement  in  IQ,  social 
 skills,  adaptive  behavior,  and  ASD  diagnosis  is 
 associated  with  reduced  symptoms  translating  to  an 
 optimal  outcome  (Fein,  et  al.,  2013).  This 
 demonstrates  the  associated  relationship  between 
 early,  focused  interventions  and  an  increased  chance 
 of achieving an optimal outcome. 

 5.  Conclusion 

 There  are  many  diagnostic  measures  and 

 interventions  present  for  diagnosing  and  treating  the 
 symptoms  of  ASD.  The  current  diagnostic  methods 
 are  usually  based  on  qualitative  measures  as  well  as 
 quantitative  measures  that  primarily  analyze  the 
 symptoms  present.  As  discussed  in  this  paper,  the 
 genetics  behind  ASD  is  very  complex  and  there  are 
 over  100  genes  associated  with  the  disease.  Finding  a 
 genetic  mechanism  instead  of  a  gene  that  contributes 
 to  ASD  would  facilitate  the  creation  of  a  definitive 
 diagnostic  measure.  Through  analysis  of  different 
 interventions  such  as  the  ESDM  intervention  that  was 
 composed  of  highly  specific  behavioral  therapy,  it 
 was  observed  that  early  specific  intervention  tends  to 
 increase  the  chances  for  optimal  outcome.  The 
 combination  of  definitive  diagnosis  as  well  as  early 
 specific  intervention  correlates  with  optimal  outcome 
 in those with ASD. 

 Overall,  there  are  many  areas  for  research  in 
 ASD.  One  of  the  main  things  that  researchers  should 
 focus  on  is  finding  a  genetic  mechanism  or  an 
 “identifying  factor”  that  correlates  to  ASD. 
 Identifying  a  mechanism  would  contribute  to  a  faster 
 and  more  definitive  form  of  ASD  diagnosis. 
 Diagnosing  ASD  at  an  earlier  stage  leads  to  earlier 
 intervention  for  children,  thus  increasing  the  chances 
 for  optimal  outcome.  Furthermore,  another  area 
 which  requires  development  is  the  creation  of 
 patient-specific  treatment  for  those  diagnosed  with 
 ASD.  By  doing  so,  there  would  be  a  patient-specific 
 treatment  plan  that  would  be  followed  which  would 
 help  reduce  the  severity  of  the  symptoms  and 
 increase  the  chances  of  optimal  outcome.  Throughout 
 the  years,  the  quality  of  life  of  those  with  ASD  has 
 improved  greatly  and  with  continued  advancement 
 more developments are to come for those with ASD. 
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 Abstract 

 The  considerable  amount  of  energy  required  to  run  modern-day  air  conditioning  systems  results  in  the  emission  of 
 potent  greenhouse  gases,  which  poses  various  potential  environmental  and  health  risks.  To  provide  a  solution  to  the 
 disadvantages  of  standard  air  conditioning,  this  paper  observes  the  harmful  effects  standard  air  conditioning  has  on 
 the  global  environment  and  describes  the  development  of  a  possible  solution,  thermoacoustic  technology,  which 
 would  provide  a  cleaner  method  of  cooling.  It  was  determined  that  thermoacoustic  cooling  technology  utilizes  the 
 motion  of  sound  waves  in  a  contained  environment  to  allow  for  the  transfer  of  heat  within  the  device.  This  paper 
 provides  a  thorough  description  of  the  design  and  development  of  thermoacoustic  cooling  technology,  including  an 
 explanation  of  what  would  physically  occur  within  the  system  as  it  operates  by  analyzing  the  sound  waves  and  heat 
 transfer;  the  materials  needed  to  build  the  structure;  and  how  the  materials  would  be  incorporated  to  create  this 
 environmentally clean technology. 

 Keywords: Thermoacoustics, Air Conditioning, Thermoacoustic Cooling 

 1.  Introduction 

 1.1 Health Risks Associated with High Temperatures 

 Heat  waves  are  defined  as  sustained  periods  of 
 abnormally  excessive  heat.  Heat  waves  are 
 considered  by  the  World  Health  Organization  to  be 
 one  of  the  most  hazardous  natural  dangers  because 
 they  pose  many  threats  to  human  health  such  as  blood 
 clots,  acute  cerebrovascular  accidents,  severe 
 dehydration,  heat  exhaustion,  and  heat  stroke.  Heat 
 stroke  symptoms  include  faintness,  headaches, 
 swelling,  heat  rash,  lack  of  energy  and  weakness, 
 cramps,  irritability,  and  dry,  warm  skin.  Overheating 
 can  even  lead  to  death.  The  World  Health 
 Organization  reported  more  than  166,000  deaths 

 globally  due  to  heat  waves  between  1998  and  2017 
 (Heatwaves,  n.d.).  According  to  the  Centers  for 
 Disease  Control  and  Prevention  (CDC),  from  2004 
 through  2018,  heat-related  conditions  caused  10,527 
 deaths  in  the  United  States  (Vaidyanathan  et  al., 
 2020,  pp.  729-734).  Statistical  approaches 
 approximate  that  extreme  heat  causes  more  than 
 1,300  deaths  in  the  United  States  per  year  (Climate 
 Change,  2020).  A  heat  wave  that  occurred  in  Europe 
 in  2003  led  to  more  than  70,000  deaths  alone. 
 Individuals  younger  than  four  or  older  than  sixty-five 
 years  old,  as  well  as  those  who  routinely  consume 
 prescriptions,  are  most  vulnerable  to  heat  waves  and 
 have  higher  chances  of  dying  or  experiencing  health 
 complications (Heatwaves, n.d.). 

 * Corresponding Author  Advisor: Dr. Jacquelyn Blum 
 andrewjkim2020@gmail.com  jblum@mka.org 
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 High  temperatures  pose  immediately  apparent 
 health  risks,  such  as  heat  stroke  and  heat-related 
 illnesses;  however,  other  less  obvious  health  risks  are 
 often  overlooked.  For  example,  heat  increases  the 
 risk  of  triggering  heart  conditions,  such  as  heart 
 attacks  and  respiratory  diseases,  like  pneumonia.  As  a 
 result,  scientists  predict  that  death  reports  vastly 
 underestimate  those  related  to  excess  heat  exposure 
 (Climate  Change,  2020)  .  Several  studies  suggest  that 
 many  "heat-related"  deaths  are  not  being  recorded  as 
 such  and  thus  are  missing  from  the  calculation, 
 making  it  difficult  to  fully  interpret  data.  Data  that  is 
 available,  however,  demonstrates  that  a  substantial 
 increase  in  the  occurrence  of  hot  temperatures  and 
 heat  waves  is  closely  linked  to  the  vast  rise  in 
 heat-related  deaths  (Vaidyanathan  et  al.,  2020,  pp. 
 729-734). 

 1.2 Environmental Effects of Air Conditioning 

 As  a  result  of  global  warming,  heat  exposure  is 
 increasing  in  frequency,  duration,  and  magnitude 
 globally.  From  2000  to  2016,  population  exposure  to 
 heat  waves  increased  by  around  125  million  people 
 (Heatwaves,  n.d.).  As  displayed  in  the  graph,  2006 
 was  one  of  the  hottest  years  on  record  in  the  United 
 States  with  frequent  heat  waves,  correlates  with  many 
 more  heat-related  deaths  (Vaidyanathan  et  al.,  2020, 
 pp. 729-734). 

 Figure  1.  Data  Source:  Climate  Change  Indicators: 
 Heat-Related  Deaths.  (2020,  November  2).  United 
 States  Environmental  Protection  Agency.  Retrieved 
 April  21,  2021,  from 
 https://www.epa.gov/climate-indicators/climate-chan 
 ge-indicators-heat-related-deaths#:~:text=Some%20st 
 atistical%20approaches%20estimate%20that,set%20s 
 hown%20in%20Figure%201. 

 From  the  1960s  to  the  2010s,  across  50 
 metropolitan  areas,  the  mean  number  of  heat  waves 
 increased  from  2  to  6  per  year,  and  the  heat  wave 
 season  increased  by  47  days;  92%  of  these  50  cities 
 saw  a  rise  in  the  occurrence  of  heat  waves,  and  88% 
 experienced  elongated  seasons  (U.S.  Environmental 
 Protection  Agency,  1961-2018).  These  effects  are 
 more  obvious  in  metropolitan  areas;  however,  per  the 
 urban  heat  island  effect,  non-urban  communities  are 
 also  harmed  by  unusually  high  temperatures.  For 
 instance,  heat  waves  place  a  strain  on  energy, 
 transportation,  water  and  food  supplies,  human 
 health,  and  emergency  services  (Heatwaves,  n.d.). 
 The  Earth  continuously  warms  and  heat  waves 
 become  more  frequent.  Throughout  this  cycle,  air 
 conditioning  remains  the  standard  cooling  technology 
 to  accommodate  rising  temperatures,  but  it  also  poses 
 a  serious  threat  to  the  environment  by  contributing  to 
 global warming. 

 Air  conditioners  often  emit  harmful  by-product 
 gasses  because  they  run  on  electricity,  which  is 
 commonly  generated  by  burning  fossil  fuels.  By 
 2050,  some  studies  predict,  a  quarter  of  global 
 warming  will  be  as  a  result  of  this  process  air 
 conditioning  operates  on  (Mize,  n.d.).  According  to 
 Daikin,  the  largest  selling  air  conditioning  company 
 in  the  world,  air  conditioning  units  require  large 
 amounts  of  energy;  the  refrigerants  destroy  the  ozone 
 layer  and  worsen  global  warming  (Response  to 
 Climate,  n.d.).  Before  the  year  2010,  air  conditioners 
 constantly  emitted  hydrochlorofluorocarbons 
 (HCFCs),  which  are  proven  to  deplete  the  ozone 
 layer.  In  2010,  the  production,  use,  and  import  of 
 HCFCs  was  banned,  with  the  exception  of  necessary 
 use  for  the  servicing  of  existing  equipment.  As  a 
 result,  since  2010,  Hydrofluorocarbons  (HFCs), 
 which  do  not  break  down  the  ozone  layer,  are  the 
 primary  refrigerant  that  air  conditioning  systems 
 require  to  operate.  Although  HFCs  do  not  harm  the 
 ozone  layer,  they  are  still  much  more  potent 
 greenhouse  gases  than  CO  2  (Phasing  out  HCFC, 
 2015).  HCFC-22  (CHCIF  2  )  and  HFC-134a 
 (CH  2  FCF  3  )  are  two  very  potent  greenhouse  gases  that 
 have  been  a  very  significant  part  of  air  conditioning 
 systems  worldwide.  According  to  a  study  done  by  the 
 Proceedings  of  the  National  Academy  of  Science  of 
 the  United  States  of  America  (PNAS),  the  global 
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 excretion  of  these  harmful  gases  has  drastically 
 increased  over  the  last  20  years.  Since  2000, 
 HFC-134a  emission  levels  consistently  surpass  the 
 United  Nations  Framework  Convention  on  Climate 
 Change,  even  by  60%  from  the  years  2009  to  2012 
 (Xiang  et  al.,  2014).  While  HCFCs  have  been  phased 
 out  over  the  past  three  decades,  older  air  conditioning 
 units  are  still  leaking  HCFC  gas,  and  modern  units 
 that  run  on  HFCs  are  still  contributing  to  high  energy 
 use  and  greenhouse  gas  emissions  (Phasing  out 
 HCFC,  2015).  The  banning  of  HCFCs  marks 
 progress  towards  a  cleaner  Earth,  but  HFCs  are  still 
 easily  and  commonly  leaked  at  any  point  in  the  air 
 conditioning  process  from  manufacturing,  to 
 installation,  to  disposal.  R-407C  and  R-410A  are 
 among  the  most  commonly  used  HFCs  for  air 
 conditioners.  Over  a  thousand  times  more  potent  than 
 CO  2  ,  the  disastrous  potential  HFCs  have  on  Earth's 
 climate is often overlooked (Ospina, 2018). 

 One  solution  to  the  environmental  problems 
 resulting  from  current  air  conditioning  methods  is  the 
 use  of  thermoacoustics  to  provide  a  cleaner  and  safer 
 alternative  to  standard  cooling.  The  thermoacoustic 
 system  discussed  in  this  paper  requires  no  moving 
 mechanical  parts,  no  CO  2  ,  no  precious  materials,  and 
 no  refrigerants  (Blain,  2019),  thus  serving  as  a  more 
 environmentally safe method of cooling. 

 2.  Development  of  Thermoacoustic  Cooling 
 Technology 

 This  study  adopts  the  design  of  a  standing-wave 
 thermoacoustic  refrigerator.  Some  benefits  of 
 thermoacoustic  refrigeration  include  the  use  of 
 environmentally  friendly  fluids  (mediums)  and 
 relatively  few  moving  components  in  development 
 (Design  and  simulation  of  small  capacity 
 thermoacoustic  refrigerator,  2019).  The  key  parts  of 
 the  device  include  heat  exchanges,  stack,  resonator, 
 and  a  source  of  energy  to  drive  the  device  and  enable 
 for the transferring of heat energy. 

 2.1 Stand Waves and Wave Formation 

 Stand  waves  are  the  pattern  result  of  a  reflected 
 wave  interacting  with  waves  sent  from  the  energy 
 source.  This  process  occurs  when  both  waves  cross 

 through  a  shared  medium,  the  substance  the  wave  is 
 carried  by  (Formation  of  Standing  Waves,  n.d.).  Two 
 types  of  points  exist  within  the  stand  wave  pattern. 
 The  first  is  the  node  (Figure  2),  a  location  with 
 repetitive  destructive  wave  interference  (no 
 displacement),  and  the  second  is  the  antinode,  a 
 location  with  repetitive  constructive  wave 
 interference  (maximum  displacement).  The  properties 
 of  stand  wave  patterns  allow  for  their  formation  in 
 pipes  and  tubes.  Due  to  the  enclosed  tubular  design 
 of  the  thermoacoustic  cooling  device,  stand  waves  are 
 able  to  be  formed  due  to  the  continuous  formation 
 and reflection of waves to and from the direct source. 

 The  consistent  formation  of  waves  inside  the 
 thermoacoustic  device  are  dependent  on  the  medium 
 used  and  an  energy/wave  source.  The  vibration  of  an 
 object  or  medium  is  the  source  of  wave  formation.  It 
 forces  the  particles  of  the  medium  to  vibrate,  and  the 
 resonance  of  such  vibrations  (ability  of  vibrating 
 systems  to  force  surrounding  systems  to  vibrate) 
 enables  the  formation  of  sound  waves.  As  particles 
 continue  to  vibrate,  the  waves  are  transmitted  (Sound 
 Waves in Air, n.d.). 

 Figure  2.  Visual  Representation  of  stand  wave  and 
 respective  node/antinode  points;  nodes  are  regions  of 
 destructive  interface  as  antinodes  are  regions  of 
 constructive interface (Stand waves review, n.d.). 

 2.2 Waves and Heat Transfer 

 The  properties  of  sound  waves  allow  for  the 
 transfer  of  heat  within  various  components  of  the 
 thermoacoustic  cooling  device.  In  air,  sound  waves 
 are  longitudinal  waves  where  the  displacement  of  the 
 medium  is  parallel  to  the  movement  of  the  wave. 
 Sound  waves  are  also  capable  of  forming  pressure 
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 variations,  allowing  for  the  compression 
 (constructive  stand  wave  interface),  rarefaction 
 (destructive  interference)  and  a  back-and-forth 
 motion  of  particles  in  the  medium  with  respect  to  the 
 direction  of  the  sound  (Sound  Waves  in  Air,  n.d.). 
 This  process  of  particle  motion  is  critical  for  the 
 thermoacoustic  capabilities  of  the  device  design. 
 When  a  gas  medium  is  compressed  and  makes 
 contact  with  a  solid  surface,  heat  is  transferred  from 
 the  gas  to  the  surface.  On  the  other  hand,  heat  is 
 released  back  to  the  gas  molecules  during  rarefaction 
 (An  Overview  of  Stack  Design  for  a  Thermoacoustic 
 Refrigerator,  2015).  This  oscillatory  pattern  is  what 
 drives  the  continuous  withdrawal  and  replacement  of 
 heat  within  the  solid  surfaces  of  the  thermoacoustic 
 device, allowing for the transfer of thermal energy. 

 Figure  3.  Representation  of  the  compression  and 
 rarefaction  of  sound  waves  with  respect  to  variations 
 in pressure (Sound Waves in Air, n.d.). 

 2.3 Visualization of the theoretical product 

 The  figure  below  (Figure  4)  illustrates  a  sample 
 design  of  a  thermoacoustic  cooler  that  was  adapted 
 for the purposes of the study. 

 Figure 4. Simple diagram of a thermoacoustic cooler. 

 2.4 Resonator 

 The  resonator  or  resonance  tube  is  the  location 
 where  wave  oscillation  occurs,  specifically  a  standing 
 wave  pattern.  Ultimately,  it  is  the  outermost 
 component  or  shell  of  the  thermoacoustic  cooling 
 system.  The  frequency  and  wave  amplitude  are  each 
 dependent  on  the  design  (geometry  and  dimensions) 
 and  material  composition  of  the  resonator.  The 
 resonance  tube  should  be  constructed  with  light  yet 
 durable  material  to  resist  the  variation  in  pressure 
 caused  by  sound  wave  oscillation  (Measuring  the 
 performance  of  different  stack  materials  in 
 thermoacoustic  device,  2015).  In  addition,  the  length 
 of  the  resonator  often  depends  on  the  wavelength  of 
 the  acoustic  wave  and  can  influence  the  amount  of 
 energy  lost  within  the  system  (Design  and  simulation 
 of  a  small  capacity  thermoacoustic  refrigerator, 
 2015).  The  resonator  is  filled  with  the  gas  medium 
 and  surrounds  the  stack  and  heat  exchangers,  which 
 will be described in the subsequent sections. 

 2.5 Stack 

 The  stack  is  responsible  for  the  movement  of  heat. 
 Both  a  stand  wave  pattern  and  the  design  of  the  stack 
 are  critical  to  ensure  the  transfer  of  heat  from  the  cold 
 end  of  the  stack  to  the  hot  end  of  the  stack  (The 
 Reality  of  a  Small  Household  Thermoacoustic 
 Refrigerator,  1996).  Stacks  can  vary  in  geometries, 
 such  as  spiral  or  pin-array  type,  but  a  commonly  used 
 design  is  parallel  plate  stacks.  In  the  most  favorable 
 circumstances,  the  stack  would  be  produced  from 
 material  with  a  low  thermal  conductivity,  compared 
 to  the  used  medium,  to  avoid  heat  being  conducted 
 back  to  the  cold  end  of  the  stack  .  Literature  states  that 
 Mylar,  a  polyester  film,  is  a  widely  used  material 
 used  for  thermoacoustics  due  to  its  low  thermal 
 conductivity  (An  Overview  of  Stack  Design  for  a 
 Thermoacoustic  Refrigerator,  2015).  The  material  of 
 the  stack  is  the  solid  surface  where  heat  exchange 
 occurs  with  the  compression  and  rarefaction  of 
 waves, as described previously. 

 When  the  medium  and  stack  surface  make 
 contact,  the  thermal  penetration  depth  must  also  be 
 considered  to  determine  an  optimal  spacing  between 
 stacks.  Thermal  penetration  is  the  depth  at  which  heat 
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 can  diffuse  through  a  gas.  Research  concludes  that  an 
 effective  plate  spacing  length  is  about  0.3  mm  or 
 roughly  three  times  the  thermal  penetration  depth 
 (The  optimal  stack  spacing  for  thermoacoustic 
 refrigeration, 2002). 

 2.6 Heat exchangers 

 There  are  two  heat  exchangers  in  thermoacoustic 
 cooling  technology,  a  hot  and  cold  exchange.  They 
 are  placed  on  opposite  ends  of  the  stack  and  are 
 responsible  for  moving  heat  in  and  out  of  the  stack 
 and  its  surroundings.  Heat  is  pumped  from  the  cold 
 exchanger  to  the  hotter  one  through  the  stack. 
 Relative  to  the  design,  the  cold  exchanger  is  to  be  set 
 adjacent  to  the  resonator.  To  ensure  the  hot  changer 
 does  not  absorb  too  much  heat,  it  should  be  able  to 
 release  excess  heat  through  water  cooling  (Design  of 
 thermoacoustic refrigerators, 2001). 

 2.7 Source of sound 

 A  driver  is  required  to  create  the  waves  inside  the 
 resonator  medium  and  allow  for  the  formation  of 
 stand  waves  and,  thus,  the  transfer  of  heat  through  the 
 stack.  One  source  would  be  a  loudspeaker.  To  mimic 
 the  process  of  refrigeration,  the  end  of  the 
 loudspeaker  should  be  sealed  to  the  device  to  avoid 
 leakage  (An  Overview  of  Stack  Design  for  a 
 Thermoacoustic  Refrigerator,  2015).  A  standard 
 practice  in  acoustic  technology  is  implementing  a 
 quarter wavelength. 

 2.8 Choice of Medium 

 Optimal  conditions  for  the  medium  gas  inside  the 
 resonator  of  which  the  sound  waves  pass  through 
 include  high  sound  velocity  and  thermal  conductivity 
 to  allow  for  a  smooth  flow  of  heat  transfer.  Helium  is 
 an  effective  medium  commonly  used  for 
 thermoacoustic  devices  because  its  low  density 
 correlates  to  a  higher  thermal  conductivity  and  allows 
 sounds  to  pass  through  quicker.  Air  is  less  effective 
 than  helium  but  still  serves  well  as  a  significantly 
 cheaper  and  accessible  substitute  that  can  be  mixed 
 with  other  non-flammable  inert  gases  like  argon 
 (Measuring  the  performance  of  different  stack 

 materials in thermoacoustic device, 2015). 

 3. Discussion 

 Upon  researching  the  necessary  components  of  a 
 thermoacoustic  refrigerating  device,  a  theoretical 
 model  for  a  thermoacoustic  cooler  would  be 
 composed  of  the  following  materials.  A  tubular 
 resonator  that  fits  the  disk  shape  of  a  loudspeaker 
 would  serve  as  the  outermost  layer  of  the  cooler.  A 
 stack  composed  of  a  series  of  evenly  spaced,  parallel 
 Mylar  plates  would  fit  inside  the  resonator.  Two 
 cylindrical  steel  lids  with  steel  fins  would  serve  as 
 effective  hot  and  cold  heat  exchangers,  and  would  be 
 inserted  at  both  ends  of  the  stack  system  within  the 
 resonator  (Development  of  a  thermoacoustic  heat 
 pump for distillation column, 2017). 

 We  recognize  the  development  and 
 implementation  of  an  actual  thermoacoustic  cooling 
 device  is  a  costly  procedure  and  have,  therefore, 
 deemed  it  not  yet  suitable  for  domestic  and  personal 
 use.  We  believe  that  the  cooling  technology  will 
 serve  best  in  corporations  or  large  infrastructures 
 with  regards  to  affordability  and  increased  energy 
 efficiency,  targeting  those  that  require  a  substantial 
 amount  of  energy  for  daily  operations  and/or  are 
 located  in  hot  climate  regions.  Given  our  preliminary 
 design  of  a  thermoacoustic  cooler,  our  future  goals 
 involve  analyzing  more  optimal  conditions  for  this 
 device  including  seeking  less  expensive  alternatives 
 to  helium  and  determining  the  optimal  stack  spacing 
 given  the  thermal  penetration  depth  of  various  gas 
 mediums.  Although,  this  type  of  technology  is  not 
 widely  affordable  at  its  current  state,  it  has  potential 
 to  become  a  standard  household  application  while 
 maintaining  the  same  cooling  properties  as  standard 
 air  conditioning.  Thermoacoustics  is  a  growing  field 
 of  science  and  much  is  yet  to  be  uncovered;  we  are 
 hopeful  that  the  development  of  a  thermoacoustic 
 device  will  revolutionize  the  cooling  industry  and 
 provide an alternative and cleaner method of cooling. 
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Abstract

CRISPR (Clustered Regularly Interspaced Short Palindromic Repeats) technology is a useful tool to insert, delete,
and substitute DNA in the genome. This is done by separating DNA via double-stranded breaks and can be
performed through two different mechanisms: Homology-directed Repair (HDR) and Non-Homologous End
Jointing (NHEJ). Double strand breaks would be used for a tracrRNA:crRNA to guide the enzyme cas9 to insert,
delete, or substitute the desired DNA. CRISPR has limitations on which DNA sequences it can work with. Other
concerns include ethical questions and base-pair limitations. X-linked Congenital Night Blindness, Snowflake
Vitreoretinal Degeneration, and Cataract Microcornea syndrome are three genetic diseases caused by mutations in
the genes CACNA1F, KCNJ13, and ABCA3 respectively. This research paper will discuss the possibilities of
CRISPR and decipher specific substitutions for all three eye disorders.

Keywords: X-Linked Congenital Night Blindness, Snowflake Vitreoretinal Degeneration, Microcornea Cataract
Syndrome, CRISPR

1. Introduction

CRISPR (Clustered Regularly Interspaced Short
Palindromic Repeats) gene-editing technology in a
form of gene therapy in which the scientist inserts an
artificial guide-RNA (gRNA) that attracts
CRISPR-Cas9 to a desired piece of DNA. Double
strand breaks separate the DNA strand for the
artificial gRNA, while Homology-directed Repair
(HDR) and Non-Homologous End Jointing (NHEJ)
correct the genome. HDR is usually the most
preferred method.

CRISPR has advantages that make it a higher
preference than other technologies. While CRISPR
can substitute DNA in a genome and insert/delete
base pairs, one crucial benefit is that CRISPR is
higher affordability (Redman, et al.,2016). Other

methods can cost upward of $1,000, but CRISPR is
relatively more affordable, costing less than $100 per
treatment for one patient (Doudna and Charpentier,
2014). Before 2007, it would take three months to
administrate CRISPR gene therapy, but that time has
now been shortened to 1 to 2 hours (Doudna and
Charpentier, 2014). These benefits allow CRISPR
treatments that are currently in trials to cure a variety
of diseases including Sickle Cell Disease (SCD) and
cancer (Cong and Zhang, et al., 2021). The deadly
inherited SCD has already been treated in mice by
using CRISPR (Newby, et al., 2021). A single letter
of DNA in red blood cells caused the formation of a
specific non-pathogenic variant, which conveniently
multiplies healthy copies of itself (Newby, et al.,
2021)! The initial mutation, caused by the SCD
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allele, reduced the red blood cells’ ability to carry
oxygen and curve into a crescent/sickle shape. The
only current treatment is bone marrow transplant, but
the treatment is difficult to obtain with specific
conditions that might be deadly (Newby, et al., 2021).

The injection treatment in trials focuses on using
an adenine base editor to target specific gene
sequences for targeting specific sequences. On a
more molecular level, the A-T base pairs are
converted to G-C base pairs, as the SCD mutation is a
consequence of the A base pair altering to a T
(Siliezar, 2021). Previous human trials with the
CRISPR treatment have determined that a maximum
of 80% of the dangerous mutation were edited,
providing hope for patients across the world (Siliezar,
2021). Researchers at the University of Pennsylvania
are focusing on genetically modifying cancerous
immune cells to fight a variety of different cancers
via CRISPR. Currently, trials have only resulted in
10% success rate, but no harmful off-target effects
have arisen. Before the drug can be introduced to the
market, long-term effects need to be monitored: one
such limitation of CRISPR.

Some of CRISPR’s limitations include off-target
effects, short base pair lengths, and potential
unethical practices. Off-target effects include base
pair changes that occur outside the targeted region on
DNA; these base-pair changes can be transcribed into
different proteins, creating more mutations in the
genome (Plumer, et al., 2018). CRISPR technology
has an off-target frequency higher than 50%, creating
a need for engineering more CRISPR/Cas9 variants
(Plumer, et al., 2018). One way to reduce off-target
effects is to optimize the guide RNA (Plumer, et al.,
2018). This, however, can now be performed using
current technologies including E-CRISPR,
CRISPR-design, and others (Heigwer, et al., 2014).
Another limitation is the number of base pairs that
CRISPR/Cas 9 can cut (Plumer, et al., 2018). The
Cas9 enzyme is capable of cutting~ 20 base pairs in
length (Zhang, et al., 2015). This property can be
useful for diseases and disorders that have insertions
and deletions that are under this limitation. X-Linked
Congenital Night Blindness, Snowflake Vitreoretinal
Degeneration, and Cataract Microcornea Syndrome
all include mutations that are single substitutions.
While ethical questions are raised on how much gene

editing should we do, CRISPR has a limit of 20 base
pairs, and therefore cannot be used for every disease
or disorder.

By collecting data of mutations from different
sources for X-linked Congenital Night Blindness,
Snowflake Vitreoretinal Degeneration, and Cataract
Microcornea Syndrome, I have analyzed past
research papers for substitutions that can potentially
be fixed by CRISPR for researchers to target with
future treatments. This paper discusses, the impact of
the potential corrected mutation on the disorder as a
whole and addresses ethical questions that may arise.

2. Findings

2.1 The KCNJ13 and ABCA3 genes with mutations
defined

Figure 1. KCNJ13 and ABCA3 genes with mutations
defined. The figure shows the R162W mutant located
on the KCNJ13 gene. The R162W mutant is the
result of a C to G base pair transition. The ABCA3
gene has multiple single substitution mutations:
L39V-115C>G, V931-277G>A, and
D1465N-4393G>A. All three mutations for the
ABCA3 gene result in amino acid changes
(Hejtmancik, et. al., 2008).

2.2 X-Linked Congenital Night Blindness

X-Linked Congenital Night Blindness is a
recessive disorder, which is characterized by
mutations in the retina, which helps to detect light
and color (Boycott, et, al., 2001). Symptoms of
X-Linked Congenital Night Blindness include night
blindness, reduced acuity, myopia, and nystagmus
(Boycott, et, al., 2001). The gene CACNA1F,
responsible for the disease phenotype, is located on
the retina on the surface of photoreceptors cells
(Boycott, et, al., 2001). CACNA1F is responsible for
encoding a retina-specific voltage-gated L-type
calcium channel a1-subunit, that functions as the
pore and voltage sensor (Beck-Hansen and
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Pearce,1993). Both CACNA1F and another gene,
NYX, make proteins that help in the process of
passing visual signals from rods to cones in bipolar
cells which helps with the transmission of visual
information from the eyes to the brain
(Beck-Hansen,1998). In the CACNA1f gene, 14
mutations have been discovered in 36 patients; six of
which caused premature protein truncation (Boycott,
et, al., 2001). Studies have concluded that mutations
can cause amino acid substitutions/deletions and
premature protein truncation (Boycott, et, al., 2001).
CACNA1F has 48 exons and a predicted amino acid
length of 1977 (b.Beck-Hansen,1998) (Figure 2).

Figure 2. The process of inserting a genetically modified
strand using CRISPR. CRISPR RNA (crRNA) and
trans-encoded small crRNA (tracrRNA) direct the Cas9
nuclease with the help of the PAM sequence (Plumer, et.
al., 2018).

2.3 Snowflake Vitreoretinal Degeneration

Snowflake Vitreoretinal Degeneration is
characterized by fibrillar degeneration of the vitreous
humor, early-onset cataract and minute crystalline
deposits among others (Edwards and Robertson,
2006). A mutation in the KCNJ13 gene is one of the
causes. In a previous study, the KCNJ13 gene was
analyzed and showed a c.484C > T transition, which
changed the CGG codon to a UGG codon resulting in
the R162W mutant (Hejtmancik, et al., 2008). In the
210 unaffected family members present in this trial,
none of them contained this R162W mutant,
providing further evidence that the R162W mutant
could be the cause of Snowflake Vitreoretinal
Degeneration. The R162W mutant then causes the
production of the transmembrane protein Kir7.1 to

cause major structural damage (Hejtmancik, et al.,
2008). Kir7.1 is a Kþ-selective inward-rectified
channel, located between 20 genes sequenced from
D2S2158 to D2S2202 (Hejtmancik, et al., 2008). The
R162W mutant is located in the Kir7.1 gene
(Hirose,1974).

2.4 Cataract Microcornea Syndrome

Cataract Microcornea Syndrome is characterized
by a corneal diameter below 10 mm in both eyes and
inherited cataracts (Chen, et al. 2014). Cataracts are
defined as blurred or dim vision, which can develop
into a total cataract when the eyes reach visual
maturity (Chen, et al. 2014). Myopia, iris coloboma,
and sclerocornea are also possible additional
symptoms (Chen, et al. 2014). Corneal dystrophy and
Corneal Opacity are other common eye disorders that
may occur with Cataract Microcornea Syndrome
(Klintworth, et al., 2009).

Before the discovery of the impact of the ABCA3
gene, 9 genes led to Cataract Microcornea Syndrome:
some being CRYAA, CRYBA4, CRYBB1, CRYBB2,
CRYGC, and CRYGD (a.Hansen, et al., 2019). This
study also concluded that the gene ABCA3 is another
cause of Cataract Microcornea Syndrome (Chen, et
al. 2014). In two Chinese families, the missense
mutations were c.115C>G, c.277G>A, c.4393G>A,
and c.2408C>T (Chen, et al. 2014). There were also
two splice-site mutations, c.4053+2T>C,
c.2765-1G>T later identified (Chen, et al. 2014). The
ABCA3 gene spans over 80,000 nucleotides and can
be transcribed into 6500 base pair mRNA (Mulugeta,
et al.,2002). This synthesizes a 1704 amino acid
protein (Mulugeta, et al.,2002). ABCA3 is also
predicted to be a glycoprotein that could hydrolyze
ATP to provide energy for substrate transport
involved in eye development (Chen, et al. 2014).
Therefore, a mutation in ABCA3 might cause an
impact on eye development.

3. Discussion

3.2 CRISPR

HDR can only be used on multiplying cells. Cells
like the liver, neuron, and muscle which do not
multiply, cannot perform HDR double-strand breaks
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(Uddin, et al., 2020). While HDR is the most
preferred method, it is less prone to mistakes (Uddin,
et al., 2020). Double strand breaks enable editing for
deletions, insertions, and substitutions (Uddin, et al.,
2020). The CRISPR/Cas9 system includes guide
RNA (gRNA) which directs a special Cas9 nuclease
to create double-strand breaks in the desired segment
of DNA (Uddin, et al., 2020). CRISPR RNA
(crRNA) and trans-encoded small crRNA (tracrRNA)
are used to direct the Cas9 nuclease to target precise
locations (Uddin, et al., 2020). This is called the
tracrRNA:crRNA complex (Uddin, et al., 2020). The
PAM sequence is located immediately after the target
sequence and helps the Cas9 nuclease cut the
sequence (Uddin, et al., 2020). The steps mentioned
before are how a genetically modified strand of DNA
is substituted in the DNA strand. The steps below are
how bacteria integrate spacer DNA - a memory
system of past infections.

There are three stages in which the CRISPR-Cas9
system is divided into Spacer integrations, processing
of the primary transcript of pre-crRNA, and
DNA/RNA interference (Makarova and Koonin, et
al., 2015). In the first step, Cas 1 and Cas 2 enzymes
insert the spacer DNA in between DNA repeats
(Bolotin, et al., 2005). Both these proteins form a
complex, where Cas 1 integrates the Spacer DNA,
and Cas 2 performs a non-enzymic function
(Makarova and Koonin, et al., 2015). In the second
step, pre-crRNA is processed into guide-crRNA via
RNA endonuclease complex or RNase III (Makarova
and Koonin, et al., 2015). Then the now mature
crRNA can be bound by Cas proteins resulting in
either type I, type II, or type III effector complex
(Chylinski, et al., 2014). In the third step, the effector
complex is used to target DNA or RNA known as
Cascade (CRISPR-associated complex for antiviral
defense) (Wang, et al., 2018) (Figure 1).

3.2 X-Linked Congenital Night Blindness

CRISPR can be used to fix certain base pairs. 14
other mutations were found from another 16 patients
tested who had incomplete CSNB. With a total of 20
mutations identified, 14 were predicted to cause
protein transaction, and 6 were predicted to cause
amino acid substitution/deletion (Boycott, et, al.,

2001). One example of such is truncating mutation,
located in the 3’ splice site intron 40 (Boycott, et, al.,
2001). One of the mutations was an A to G transition
which was predicted to cause the loss of a splice site
mutation, which resulted in the loss of exon 41
(Boycott, et, al., 2001). This then resulted in a
premature stop codon in exon 42 and premature
truncation of the a1F protein (Boycott, et, al., 2001).
The A-G transition would be one base pair in length,
so CRISPR technology could be used to fix this
mutation (Boycott, et, al., 2001). CRISPR could also
be used to fix the 6 amino acid substitutions and
deletions (Boycott, et, al., 2001). It would depend on
each protein mutations for the other 14 mutations
identified. Since, however, there were 20 mutations
identified in 16 patients, it is reasonable to conclude
that there could be more mutations that exist but that
have not been documented. Since CRISPR can be
used to correct 6 out of the 20 mutations because
they are substitutions, it is worth brainstorming on
the idea of experimenting with CRISPR on the
CACNA1F gene.

3.3 Snowflake Vitreoretinal Degeneration

The KCNJ13 gene mutation was a result of the
CGG codon changing to a UGG codon (Hejtmancik,
et al., 2008). CRISPR technology can be used to fix
single mutations, so the UGG codon could be fixed.
This results in the Arginine amino acid is changed
into a Tryptophan amino acid. Tryptophan is a stop
codon that results in a nonsense mutation leading to
the production of the R162W mutant. The R162W
mutant modifies the channel selectivity of the Kir7.1
protein making it permeable to Naþ ions. CRISPR
technology would be beneficial as it would create
significant results by correcting the sequence for the
R162W mutant. Therefore, CRISPR technology
could be used to treat Snowflake Vitreoretinal
Degeneration.

3.4 Cataract Microcornea Syndrome

The gene ABCA3 has multiple missense
mutations and two splice-site mutations. The
missense mutations are c.115C>G, c.277G>A,
c.4393G>A, and c.2408C>T, and the splice-site
mutations being c.4053+2T>C, c.2765-1G>T.
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CRISPR could be used to treat these genes; however,
it is important to note that not all genes for Cataract
Microcornea Syndrome are known (Chen, et al.
2014). Therefore, complete treatment of all
symptoms might not be accomplished. Another
reason to keep in mind is that CRISPR might not be a
feasible treatment for every patient. Depending on
their ethnicity, patients will have different mutations.

4. Conclusions

While it is important to understand the concerns,
not every disease can have significant effects with
using CRISPR. Out of all three diseases examined in
this paper, Snowflake Vitreoretinal Degeneration
with the KCNJ13 gene has the highest potential for
creating a feasible treatment for this disorder using
CRISPR compared to X-Linked Congenital Night
Blindness and Cataract Microcornea Syndrome.
Since, however, each patient has a different set of
mutations, the predictability of the usefulness of
CRISPR is variable. CRISPR technology has its
benefits and its concerns. CRISPR is relatively cheap,
easy to use, and one of the most popular forms of
gene editing. Some limitations are set, including the
length of nucleotide bases, and having off-target
effects as mentioned above (Uddin, et al., 2020).
Ethical questions that may be raised mainly stem
from embryonic editing compared to somatic editing
because it happens after the offspring is born (Uddin,
et al., 2020). While consent can be taken from the
individual, it cannot be taken in Embryonic editing
(Uddin, et al., 2020). Embryonic editing can also
cause permanent problems for future generations as
well as result in premature high off-target rates or
death from the procedure (Uddin, et al., 2020).
Although CRISPR can make progress in all three eye
diseases (X-Linked Congenital Night Blindness,
Snowflake Vitreoretinal Degeneration, and Cataract
Microcornea Syndrome), future studies should
heavily consider the side-effects and ethical concerns.
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 Abstract 

 Political  analysts  have  long  studied  demographic  shifts  and  their  relation  to  the  electoral  change  in  the  United  States. 
 This  study  conducts  a  qualitative  analysis  of  19  case-study  counties  to  determine  the  limitations  and  accuracy  of 
 using  race  and  age  as  indicators  of  presidential  election  margin  shift  from  2000  to  2020.  Post  analysis,  four  types 
 were  created  to  explain  the  overarching  shift  themes:  normal,  urban,  Rust  Belt,  and  group  status.  The  normal  type 
 followed  initial  assumptions  on  age  and  race,  that  older  populations  voted  more  Republican  and  more  diverse 
 populations  voted  more  Democratic.  The  urban-type  highlighted  the  larger  magnitude  of  Democratic  shift  seen  in 
 diverse  urban  areas.  The  Rust  Belt  type  characterized  the  majority-white  and  aging  populations  of  the  Rust  Belt 
 undergoing  Republican  shifts.  Finally,  the  group  status  type  showed  the  limitation  of  racial  diversification  being 
 positive  for  Democratic  candidates.  The  social  psychology  concept  of  group  status  is  applied  to  show  a  backlash 
 effect of diversifying counties, whereby counties undergoing significant racial shifts become more Republican. 

 Keywords: Demographics, Race, Age, Political Science, Electoral shift 

 1.  Introduction 

 The  United  States  has  undergone  profound 
 demographic  change  in  the  last  two  decades.  Through 
 this  significant  shift,  it  is  vital  to  maintain  an 
 understanding  of  the  relationship  between 
 demographic  change  and  electoral  shift.  Electoral 
 changes  have  been  subject  to  much  analysis  between 
 past  presidential  elections  because  of  the  insight  they 
 provide  on  the  United  States  population  and  what 
 they  show  about  culture  and  ideas  across  the  United 
 States  (Bacon,  2018;  Brown,  et  al.,  2011;  Frey,  et  al., 
 2020;  Garnham,  2020;  Hudak,  2016;  Jacobson,  2016; 
 Major  and  Major,  2018;  Pew  Research  Center,  2015; 
 The  Economist,  2019).  As  the  United  States 
 population  continues  to  change,  a  few  leading 
 demographic  factors  have  been  proposed  as 
 reasonable indications of electoral shift. 

 1.1 Background Literature 

 The  role  of  minorities  has  become  more 
 pronounced  in  recent  decades,  as  the  United  States 
 population  has  diversified  and  voting  rates  among 
 minorities  have  increased.  Traditionally,  minority 
 voters  have  tended  to  favor  Democratic  candidates, 
 and  since  the  year  2000,  the  Democratic  vote 
 percentage  among  minority  voters  has  risen  (Hudak, 
 2016).  In  the  2000  presidential  election,  around  57% 
 of  the  Asian  Americans  and  Pacific  Islanders  (AAPI) 
 electorate  voted  Democratic,  rising  to  73%  by  the 
 presidential  election  of  2012  (Hudak,  2016).  This 
 trend  is  similarly  reflected  for  Black  voters,  shifting 
 from  90%  to  93%  Democratic  between  2000  and 
 2012,  and  for  Hispanic  voters,  shifting  from  65%  to 
 73%  Democratic  over  the  same  period  (Hudak, 
 2016).  Though  minority  populations  have  all 
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 increased  over  the  last  few  decades,  the  Hispanic 
 population,  in  particular,  has  seen  significant  growth  - 
 projected  to  double  by  2050  (Budiman  and  Igielnik, 
 2020).  This  increase  in  Hispanic  voters  has  been 
 forecasted  to  make  Southwestern  states  more 
 competitive  for  Democrats  (The  Economist,  2015). 
 For  instance,  many  politicians  predict  Texas  will 
 become  increasingly  competitive  for  Democrats 
 because  of  this  diversification  (The  Economist, 
 2019).  However,  this  increase  in  diversity  has  been 
 observed  to  create  an  opposite  effect  too.  This  was 
 highlighted  in  2016,  where  Republican  presidential 
 candidate  Donald  Trump  targeted  older  White 
 conservatives,  rallying  Republican  voters  with  his 
 anti-immigration  rhetoric  (Jacobson,  2016).  Though 
 this  pushed  away  young  and  nonwhite  voters,  more 
 White  voters  voted  Republican,  a  “backlash”  effect 
 on  the  country’s  increasing  diversity  (Jacobson,  2016; 
 Maggio,  2020).  That  being  said,  increasing  diversity 
 has  tended  to  be  positive  for  Democratic  candidates. 
 Based  on  past  trends,  as  the  role  and  size  of  minority 
 populations  increases,  votes  for  Democratic 
 candidates are also expected to increase. 

 Age  has  become  another  prevalent  factor  in 
 analyzing  voter  shift,  as  political  views  shift  between 
 generations.  Democrats  have  a  24%  margin  with 
 Millennials,  compared  to  only  a  5%  margin  with 
 Generation  X.  For  generations  older  than  Generation 
 X,  such  as  Baby  Boomers,  Republicans  win  the 
 margin  (Frey,  et  al.,  2020).  Though  the  Baby 
 Boomers  were  the  largest  generation,  the  role  of 
 younger  generations  is  projected  to  increase  with 
 time.  Millennials  and  Generation  Z  are  predicted  to 
 compose  over  50%  of  the  electorate  by  2032  (Frey,  et 
 al.,  2020).  Though  there  is  some  conservatizing  effect 
 as  voters  age,  possibly  due  to  life  milestones  such  as 
 marriage  and  homeownership,  the  consistency  of 
 these  shifts  is  uncertain  (Frey,  et  al.,  2020).  For 
 instance,  there  has  not  been  a  significant  conservative 
 shift  among  older  Millennials  (Frey,  et  al.,  2020).  As 
 citizens  get  older,  this  constancy  of  political  views 
 may  indicate  increasing  affective  polarization,  which 
 limits  movement  across  party  lines  (Iyengar,  et  al., 
 2012;  Iyengar,  et  al.,  2019).  Though  the  complexities 
 of  generational  shift  remain  to  be  seen  at  large,  for 
 this  study,  the  general  political  leanings  of  current 
 generations are appropriate. 

 Finally,  the  urban-rural  divide  has  become  an 
 increasingly  important  factor  in  considering 
 demographic  and  electoral  shifts,  as  urban  areas  tend 
 to  vote  Democratic  while  rural  areas  vote  Republican. 
 This  divide  is  also  widening.  In  2012,  Democrats  had 
 a  5%  margin  in  urban  areas,  rising  to  17%  by  2018. 
 Opposingly,  the  Republican  margin  grew  from  29% 
 to  38%  in  rural  areas  in  the  same  period  (Milligan, 
 2019).  Though  this  idea  is  reflected  in  news  and 
 literature,  there  is  no  consensus  on  why  urban  areas 
 are  more  Democratic  (Maxwell,  2019;  Niskanen 
 Center,  2019).  Some  leading  reasons  include 
 educational  differences,  higher  diversity  seen  in 
 urban  areas,  socioeconomic  differences  between 
 urban  and  rural  areas,  and  simply  the  policy  stances 
 of  each  party  regarding  spending  (Brown  et  al., 
 2018).  The  significant  socioeconomic  differences 
 between  rural  and  urban  areas,  such  as  education  and 
 wealth,  are  likely  one  of  the  leading  factors  for 
 Democratic  urban  areas.  With  more  tech-centered  and 
 globalized  urban  areas,  people  in  urban  areas  are 
 more  likely  to  have  a  favorable  view  of  immigration 
 and  economic  shifts  (DelReal  and  Clement,  2017). 
 According  to  the  Pew  Research  Center,  Democrats 
 lead  by  22%  among  adults  with  post-graduate 
 degrees  and  7%  among  adults  with  college  degrees 
 (Pew  Research  Center,  2015).  Additionally,  there  is 
 some  resentment  among  rural  communities  of  the 
 “liberal  elite,”  the  idea  that  those  living  in  cities  look 
 down  on  residents  of  rural  areas.  This  idea  often 
 creates  the  perception  that  government  and 
 government  services  are  inherently  anti-rural,  and 
 therefore  many  rural  communities  are  against  larger 
 governments  (Cramer,  2016;  DelReal  and  Clement, 
 2017;  Hudson,  2019).  As  cities  across  America 
 become  more  urban,  current  voting  trends  suggest 
 that  traditionally  Republican-dominated  states  will 
 become  more  competitive  for  Democrats  (Bacon, 
 2018; Garnham, 2020). 

 1.2 Study Scope 

 This  study  conducts  a  qualitative  analysis  of  19 
 case-study  counties  over  the  last  20  years  using 
 yearly  demographic  data  from  the  United  States 
 Census  Bureau  and  presidential  election  data  from 
 MIT’s  election  data  lab  (U.S.  Census  Bureau, 
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 Population  Division,  2012;  MIT  Election  Data  and 
 Science  Lab,  2018).  All  counties'  demographic 
 factors  of  race  and  age  are  analyzed  for  their 
 indicative  ability  of  electoral  shift.  In  counties  where 
 electoral  change  did  not  match  hypothesized 
 demographic  trends,  other  factors,  such  as  the  local 
 economy  (unemployment,  significant  industries,  etc.) 
 and  local  politics  (percent  citizenry,  campaign 
 spending, etc.), were considered. 

 2.  Materials and Methods 

 This  study  compiled  census  data  from  various 
 United  States  Census  Bureau  datasets.  In  finding 
 county  distributions  for  age  and  race  over  20  years, 
 multiple  sources  had  to  be  assembled  and  cleaned  for 
 a  consistent  final  dataset.  From  2010  to  2020,  a 
 dataset  called  “Annual  County  Resident  Population 
 Estimates  by  Age,  Sex,  Race,  and  Hispanic  Origin: 
 April  1,  2010  to  July  1,  2019”  was  used,  providing 
 both  age  and  race  data  for  the  period  (U.S.  Census 
 Bureau,  Population  Division,  2020).  Two  other 
 datasets,  “Intercensal  Estimates  of  the  Resident 
 Population  by  Sex,  Race,  and  Hispanic  Origin  for 
 Counties:  April  1,  2000  to  July  1,  2010”  and 
 “Intercensal  Estimates  of  the  Resident  Population  by 
 Five-Year  Age  Groups  and  Sex  for  Counties:  April  1, 
 2000  to  July  1,  2010”  were  combined  to  provide  age 
 and  race  data  for  the  period  from  2000-2010  (U.S. 
 Census  Bureau,  Population  Division,  2012;  U.S. 
 Census  Bureau,  Population  Division,  2012).  Finally,  a 
 data  set  called  “County  Presidential  Election  Returns 
 2000-2020”  was  retrieved  from  the  MIT  Election 
 Data  and  Science  Lab  to  model  election  margins  by 
 count  over  the  last  20  years  (MIT  Election  Data  and 

 Science Lab, 2018). 

 2.1 Data Preparation and Cleaning 

 This  study  used  six  groupings  for  race:  White, 
 Black,  Native  American,  Asian  American,  Pacific 
 Islander,  and  Hispanic  populations,  reported  as  a 
 percentage  of  the  total  county  population  and 
 monitored  over  20  years.  The  final  dataset  for  race 
 was  18,828  rows  by  24  columns,  accounting  for 
 about  3,138  of  the  3,142  counties  in  the  United 
 States.  For  age,  this  study  measured  residents  from 
 ages  15  and  up,  with  age  demographics  in  10-year 
 increments.  Furthermore,  all  residents  above  75  were 
 grouped  into  one  category,  called  “75+”.  This  number 
 was  converted  into  a  percentage  for  better 
 comparisons  between  counties.  However,  because 
 only  residents  ages  15  and  up  were  recorded,  the 
 percentage  composition  of  the  counties  tends  to 
 fluctuate  more  because  it  does  not  have  residents  ages 
 0-14.  The  final  dataset  for  age  was  21,946  rows  by  24 
 columns,  covering  roughly  the  same  number  of 
 counties as the age dataset. 

 Following  data  cleaning,  19  counties  were 
 selected  for  a  qualitative  analysis  and  case  study. 
 Counties  were  chosen  to  give  the  widest  variety  of 
 electoral  and  demographic  shifts,  representing 
 anomalies  where  demographic  trends  do  not  match 
 electoral  shifts.  Some  factors  used  in  county  selection 
 included  significant  margin  shifts,  frequent  party 
 flipping,  areas  of  sizable  demographic  change,  and 
 counties  that  went  against  the  state’s  norm.  A  table 
 with the reasoning for selecting each county is below: 

 Table 1. Selection reasoning for case study counties. 
 State  County  Selection reason 
 DELAWARE  KENT  Frequent electoral swings 
 FLORIDA  PINELLAS  Frequent electoral swings 
 GEORGIA  FULTON  Location of Atlanta 
 KENTUCKY  ELLIOTT  Traditionally Democratic county which flipped hard in 2016 
 LOUISIANA  ASSUMPTION  Democratic county which went Republican in 2008 
 LOUISIANA  POINTE COUPEE  Democratic county which went Republican in 2008 

 MAINE  KENNEBEC  Only county in Maine which flipped back to Democratic in 2020  after 
 flipping to Republican in 2016 

 MAINE  PISCATAQUIS  In a traditionally Democratic state this county has voted Republican in every 
 election 
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 MICHIGAN  LAKE 
 Traditionally Democratic county which flipped Republican in 2016, voted 
 Democratic in 2000 and 2004 in a state which largely voted Republican in 
 those elections 

 MICHIGAN  SAGINAW  A Democratic county which flipped in 2016 and was the only county in 
 Michigan to flip back to Democratic in 2020. 

 MINNESOTA  BIG STONE  A county with a large Republican shift that voted Democratic in 2000 and 
 2004 

 MINNESOTA  NOBLES  Notable Republican party which has shifted largely due to demographic 
 influences, mentioned in media as well 

 MINNESOTA  PINE  County with a large Republican shift in 2016 but previously slim margins 
 between Democratic and Republican 

 MINNESOTA  RAMSEY  A county where the margin has been moving Democratic though most 
 counties have been shifting Republican. Anomalous county 

 MISSISSIPPI  JEFFERSON  County with huge margins for Democrats, one of the largest in the country 
 PENNSYLVANI 
 A  ERIE  A notable 2016 county and a bellwether county 

 TEXAS  BEXAR  Location of San Antonio, the county has seen large demographic shift 
 TEXAS  DALLAS  Location of Dallas, another county with large demographic shift 
 WASHINGTON  KING  Location of Seattle, urban and rapidly changing area 
 Appendix A is a map of the United States, with case study counties in red. Additionally, Appendix B holds the 
 presidential election margins over the 20 years for selected counties. Frequent electoral swings are defined as a 
 county having switched parties at least 3 times in presidential elections between 2000 and 2020. 

 2.2  Control Variables 

 This  study  used  the  initial  demographic 
 assumptions  that  racial  diversification  would  favor 
 Democratic  candidates  and  a  greying  population 
 would  favor  Republican  candidates.  These 
 hypotheses  are  proven  correct  through  control 
 counties  for  both  demographic  factors.  The 
 hypothesis  that  racial  diversification  favors 
 Democratic  candidates  is  seen  in  Ramsey  County, 
 MN,  Dallas  County,  TX,  and  King  County,  WA. 
 These  counties  all  had  very  slight  age  shifts  (less  than 
 2%)  with  sizeable  racial  diversification  (greater  than 
 14%)  and  matched  the  hypothesis  of  increased 
 Democratic  shift.  The  hypothesis  that  greying 
 populations  favor  Republican  candidates  is  seen  in 
 many  Midwestern  counties,  such  as  Piscataquis 
 County,  ME,  Lake  County,  MI,  and  Big  Stone  and 
 Pine  counties,  MN,  with  low  racial  diversification 
 (less  than  4%)  with  a  large  age  shift  (greater  than 
 7%). 

 Following  selection,  counties  were  evaluated 
 qualitatively  for  factors  that  would  explain  their 
 electoral  shift.  Counties  were  analyzed  with  the  initial 
 assumptions  that  a  decrease  in  the  percentage  of 
 White  people  in  a  county  would  support  Democratic 
 candidates,  and  a  greying  county,  where  the  county 
 has  an  increasing  proportion  of  older  voters  (greater 
 than  55  years),  would  support  Republican  candidates. 
 Based  on  whether  or  not  these  hypotheses  tracked  for 
 the  given  county  and  electoral  shift,  further  analysis 
 was  conducted  to  determine  additional  influential 
 factors. 

 3.  Results 

 Following  data  consolidation  and  analysis,  a  final 
 dataset  was  produced.  Below  is  a  table  indicating  the 
 race  and  age  classification  for  all  19  counties  studied 
 that  summarizes  age  and  race  shift  into  one  of  three 
 categories: slight, moderate, and substantial. 

 Table 2. Race and age change for all selected counties. 
 State  County  Racial diversification*  Population aging* 
 DELAWARE  KENT  Moderate increase  Slight aging 
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 FLORIDA  PINELLAS  Moderate increase  Moderate aging 
 GEORGIA  FULTON  Moderate increase  Slight aging 
 KENTUCKY  ELLIOTT  Slight increase  Moderate aging 
 LOUISIANA  ASSUMPTION  Slight increase  Substantial aging 
 LOUISIANA  POINTE COUPEE  Slight increase  Substantial aging 
 MAINE  KENNEBEC  Slight increase  Moderate aging 
 MAINE  PISCATAQUIS  Slight increase  Substantial aging 
 MICHIGAN  LAKE  Slight decrease  Substantial aging 
 MICHIGAN  SAGINAW  Slight increase  Moderate aging 
 MINNESOTA  BIG STONE  Slight increase  Moderate aging 
 MINNESOTA  NOBLES  Substantial increase  Slight aging 
 MINNESOTA  PINE  Slight increase  Substantial aging 
 MINNESOTA  RAMSEY  Moderate increase  Moderate aging 
 MISSISSIPPI  JEFFERSON  Slight increase  Substantial aging 
 PENNSYLVANIA  ERIE  Slight increase  Moderate aging 
 TEXAS  BEXAR  Moderate increase  Slight aging 
 TEXAS  DALLAS  Substantial increase  Slight aging 
 WASHINGTON  KING  Substantial increase  Slight aging 
 *Definitions for each kind of shift classification are in Appendix C. 

 4.  Discussion 

 Through  the  qualitative  analysis,  counties  were 
 sorted  into  four  primary  types  based  on  how  age  and 
 race  could  explain  their  electoral  shift  and  overall 
 themes:  normal,  urban,  Rust  Belt,  and  group  status 
 theory.  However,  outside  of  demographic  and  societal 
 factors,  presidential  candidates,  such  as  Obama  and 
 Trump,  also  significantly  affect  partisan  shifts. 
 Multiple  counties  fall  under  various  types  because 
 there  is  crossover  in  the  factors  which  influenced 
 their  change.  What  follows  is  an  explanation  of  each 
 type,  the  counties  that  constitute  it,  and  a  discussion 
 of the type. 

 Fig 1. Four Primary Types of Counties 

 4.1 Normal Type 

 The  normal  type  encompasses  all  counties  that 
 matched  the  initial  race  and  age  shift  hypothesis. 
 These  are  the  counties  that  aligned  with  predictions 
 about  their  voter  shift.  Counties  in  this  group  include 
 Big  Stone,  Pine,  and  Ramsey  counties  in  MN,  Lake 
 and  Saginaw  counties  in  MI,  Piscataquis  County,  ME, 
 Erie  County,  PA,  and  King  County,  WA.  Essentially, 
 the  magnitude  and  direction  of  electoral  shifts  could 
 be  predictable  for  presidential  elections  over  the  last 
 20  years.  For  instance,  Piscataquis  County,  Maine, 
 had  a  15%  total  Republican  shift  over  the  previous 
 twenty  years,  going  from  an  11%  Republican  margin 
 to  a  26%  Republican  margin  in  2020.  This  shift 
 aligns  with  the  county’s  slight  racial  change,  where 
 the  White  population  decreased  by  3%,  from  98%  to 
 95%, between 2000 and 2020. 

 Furthermore,  the  Republican  shift  can  be  further 
 indicated  by  their  greying  population,  a  10%  increase 
 in  the  proportion  of  the  population  older  than  55 
 years.  Therefore,  the  low  racial  diversification  and 
 greying  population  match  up  with  a  forecasted 
 Republican  shift.  Another  example  is  Ramsey  County 
 in  Minnesota,  which  saw  sizeable  racial 
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 diversification  but  a  slight  shift  in  age  structure. 
 Ramsey  County  had  a  14%  decrease  in  the  White 
 population  and  a  negligible  (less  than  1%)  change  in 
 its  share  of  voters  older  than  55  years.  This 
 corresponds  to  a  25%  Democratic  shift  in  the  last  20 
 years, matching demographic predictions. 

 4.2 Urban Type 

 The  urban  type  describes  counties  with  a  large 
 urban  population,  typically  counties  holding  large 
 cities.  The  threshold  for  being  an  urban  county  was 
 possessing  a  population  of  one  million  or  more  and 
 having  a  large  city.  These  counties  saw 
 disproportionately  large  Democratic  shifts  compared 
 to  their  race  and  age  changes,  typically  approximately 
 a  20%  increase  in  Democratic  voter  share  over  the 
 last  20  years.  Unusually,  the  counties  in  the  urban 
 type  also  shifted  Democratic  in  2016,  though  most 
 counties  in  the  study  and  across  the  United  States  at 
 large  moved  Republican  (Parlapiano  and  Lai,  2016). 
 This  can  be  attributed  to  their  sizeable  nonwhite 
 population.  Urbanity  seems  to  exacerbate  Democratic 
 shifts.  The  counties  in  this  group  are  Bexar  and 
 Dallas  counties  in  TX,  Fulton  County,  GA,  and  King 
 County,  WA.  These  counties  had  populations  close  to 
 or  above  one  million  residents,  with  large  nonwhite 
 populations  (between  42-73%  of  the  population  is 
 nonwhite in each county). 

 A  notable  example  is  Dallas  County,  Texas,  which 
 contains  the  city  of  Dallas,  housing  1.3  million 
 people.  Dallas  county  has  a  sizable  Hispanic 
 population  which  has  increased  since  2000.  In  2000, 
 Dallas  had  a  30%  Hispanic  population  and  a  44% 
 white  population,  leaning  8%  Republican.  Since  then, 
 Dallas  County  has  seen  a  significant  racial  shift,  with 
 a  16%  decrease  in  the  White  population.  In  2020, 
 Hispanics  were  the  largest  ethnic  group  in  Dallas 
 County,  composing  41%  of  the  county.  This  racial 
 shift  correlates  to  Dallas’s  electoral  shift,  moving 
 40%  in  favor  of  the  Democrats  since  2000.  The 
 county  flipped  parties  in  the  presidential  election  of 
 2008,  moving  17%  in  favor  of  Democrats.  This  shift 
 can  be  dually  attributed  to  the  Democratic  candidate 
 Barack  Obama  and  the  financial  crisis  in  2008  and 
 Hurricane  Ike  and  Hurricane  Gustav.  Finally, 
 Democratic  campaign  spending  in  2008  dwarfed 

 Republican  campaign  spending.  Obama’s  campaign 
 spent  9.9  million  in  Texas,  while  McCain’s  only  spent 
 $33,000.  This  combination  of  factors  likely 
 contributed  to  the  significant  shift  seen  between  2004 
 and 2008. 

 4.3 Rust Belt Type 

 The  Rust  Belt  type  demonstrates  the  Republican 
 shift  seen  by  many  counties  in  the  Rust  Belt  and 
 Northeast.  This  type  is  more  of  a  classification  based 
 on  common  geography  than  a  demographic  grouping. 
 Counties  in  this  group  include  Big  Stone,  Pine,  and 
 Nobles  counties  in  MN,  Lake  and  Saginaw  counties 
 in  MI,  Piscataquis  county,  ME,  and  Erie  County,  PA. 
 These  counties  tend  to  follow  a  roughly  similar 
 electoral  shift  between  elections:  a  Democratic  win  in 
 2000,  followed  by  a  smaller  Democratic  margin  in 
 2004,  a  more  considerable  Democratic  margin  in 
 2008,  followed  by  a  Republican  shift  in  2012,  and 
 finally,  a  sizeable  Republican  shift  (generally  around 
 20%)  in  2016,  which  saw  all  counties  flip  to 
 Republican.  The  Republican  shift  of  2016  can  almost 
 certainly  be  attributed  to  Trump,  with  his  rhetoric  and 
 campaign  promise  to  revitalize  American 
 manufacturing.  Trump  is  thought  to  have  driven  the 
 significant  margin  shift  in  2016  and  through  the  2020 
 presidential  election.  Between  2016  and  2020,  there 
 was  little  resultant  change,  and  counties  had  shifts  of 
 around 2.5%. 

 Furthermore,  the  counties  of  the  Rust  Belt  type 
 tend  to  be  very  similar  demographically.  Racially, 
 they  had  slight  diversification  (around  3-5%)  and 
 remained  overwhelmingly  White.  Age-wise,  these 
 counties  had  older  populations  and  saw  a  sizable 
 (approximately  10%)  increase  in  residents  older  than 
 55  years.  However,  the  growing  percentage  of  older 
 people  could  reflect  two  things:  the  population  at 
 large  is  aging  (this  would  be  a  standard  demographic 
 transition),  or  the  population  is  declining,  and  young 
 people  are  moving  out.  For  most  counties  of  this 
 type,  it  seems  like  a  general  demographic  transition. 
 The  birth  rate  is  falling,  and  the  population  is 
 growing  older,  as  the  total  population  between 
 censuses remains relatively consistent. 

 The  best  example  of  the  Rust  Belt  type  is  Lake 
 County,  Michigan.  A  county  of  about  12,000  people, 
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 Lake  County,  went  from  a  13%  Democratic  margin  in 
 2000  to  a  26%  Republican  margin  in  2020.  Its 
 demographic  shifts  are  precisely  in  line  with  the  other 
 counties  of  the  Rust  Belt  type.  The  proportion  of 
 White  people  in  the  county  increased,  growing  from 
 83%  to  86%  between  2000  and  2020.  Age-wise,  the 
 county  saw  a  10%  increase  in  residents  older  than  55 
 years,  with  a  13%  decrease  in  residents  between  15 
 and  34.  The  county’s  whitening  and  aging  population 
 indicate  a  Republican  shift,  proven  true  in  the  2016 
 presidential  election,  where  it  moved  28%  in  favor  of 
 the  Republicans.  This  enormous  shift  highlights 
 Trump's  impact  on  similar  predominantly  White  Rust 
 Belt  counties.  His  campaign  promises  to  “Make 
 America  Great  Again”  appealed  greatly  to  the 
 economically  declining  Rust  Belt,  as  manufacturing 
 had  been  offshored  mainly  due  to  globalization. 
 Furthermore,  Trump’s  conservative  stance  on 
 immigration  would  have  appealed  greatly  to  the 
 dominant  White  population  of  the  county  (Major  and 
 Major, 2018). 

 4.4 Group Status Type 

 The  group  status  type  describes  a  set  of  counties 
 that  do  not  follow  the  demographic  hypothesis  that 
 racial  diversification  creates  a  Democratic  shift. 
 These  are  counties  with  large  minority  populations 
 (averaging  20-30%  of  the  county’s  residents)  and 
 large  Republican  margins.  Counties  in  this  group 
 include  Elliott  County,  KY,  Assumption  and  Pointe 
 Coupee  Parishes,  LA,  and  Nobles  County,  MN.  A 
 possible  cause  for  this  reverse  effect  includes  voter 
 policy  and  citizenship  rates,  as  the  minority 
 population  may  not  be  naturalized  or  able  to  vote. 
 Another  potential  reason  is  rooted  in  social  and  group 
 psychology.  Theories  like  the  group  status  theory  and 
 the  racial  threat  hypothesis  give  insights  into  this 
 shift;  increases  in  a  minority  population  are  perceived 
 as  threatening  to  the  majority  population  because 
 they  threaten  to  disrupt  the  power  structure  and  status 
 quo  (Todak  and  Wang,  2016;  Major  and  Major, 
 2018).  Many  White  Americans  view  race  relations  as 
 a  zero-sum  game,  in  which  gains  for  a  minority  group 
 means  a  loss  for  the  majority  group(Wilkins  and 
 Kaiser,  2014).  Therefore,  social  psychology  theories 
 about  identity  and  intergroup  relations  predict  that 

 White  Americans  will  become  more  conservative  if 
 they  feel  increasing  minority  populations  represent  a 
 threat  to  White  American  resources  and  values 
 (Tajfel  and  Turner,  2004;  Todak  and  Wang,  2016). 
 This  ties  in  heavily  with  presidential  candidates  such 
 as  Trump,  whose  America  first  stance  appealed  to 
 many  White  Americans.  In  these  counties,  the 
 increased  diversification  has  worked  against  the 
 Democrats,  rallying  White  residents  to  vote 
 Republican  in  a  conscious  or  unconscious  attempt  to 
 maintain their power structure in the community. 

 One  example  of  this  kind  of  electoral  shift  is  seen 
 in  Assumption  Parish,  Louisiana.  Between  2000  and 
 2020,  there  was  a  1%  change  in  the  White 
 population,  moving  from  66%  to  65%  white. 
 However,  the  county  also  has  a  large  Black 
 population,  composing  30%  of  the  county’s  residents. 
 Age-wise,  there  was  a  9%  increase  in  residents  older 
 than  55  years.  With  a  substantial  Black  population, 
 initial  demographic  assumptions  propose  a 
 Democratic  lean  in  the  county.  However,  it  actually 
 saw  a  Republican  shift  of  38%,  going  from  an  8% 
 margin  Democratic  in  2000  to  a  30%  Republican 
 margin  in  2020.  The  Republican  party  is 
 overwhelmingly  dominant  in  campaign  spending, 
 spending  $169,000  to  the  Democrat’s  $10,000.  Votes 
 cast  per  election  showed  the  total  number  of  votes 
 cast  remained  roughly  the  same.  As  opposed  to  new 
 voters  starting  to  vote,  the  same  voters  changed 
 which  party  they  cast  their  votes  for.  An  additional 
 dimension  to  consider  is  Louisiana’s  history  of 
 restrictive  voter  ID  laws,  as  voter  ID  laws  have 
 traditionally  been  used  to  suppress  the  votes  of  Black 
 citizens.  In  the  past,  Louisiana  parishes  used  poll 
 taxes,  property  and  literacy  requirements,  and  an 
 understanding  clause  to  drop  the  registration  of  Black 
 voters.  Enforcement  of  these  laws  was  left  to  the 
 discretion  of  local  officials,  which  resulted  in  unequal 
 application  of  the  law.  Therefore,  though  Assumption 
 parish  has  a  large  Black  population,  the  voting  rate  of 
 that  population  is  meager  due  to  voter  suppression. 
 However,  the  large  Black  population  could  have 
 influenced  a  perception  of  the  racial  threat 
 hypothesis.  This  is  supported  by  the  presidential 
 election  of  2008,  where  Barack  Obama  was  the  first 
 Black  presidential  candidate.  Though  Assumption 
 Parish  voted  5%  Democratic  in  2004,  they  saw  a  16% 
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 Republican  shift  in  2008,  running  contrary  to  the 
 sizeable  Democratic  shift  seen  through  most  of  the 
 United  States  and  possibly  indicating  a  perceived 
 status  threat  in  which  residents  saw  Obama’s 
 presidency  as  an  irrevocable  shift  in  status  quo.  In 
 conclusion,  the  Republican  shift  in  Assumption 
 parish,  despite  its  large  minority  population,  could  be 
 attributed  to  two  factors:  a  perceived  group  status 
 threat  and  the  irregularly  low  turnout  of  minority 
 voters. 

 Though  an  initial  assumption  of  demographics 
 was  that  aging  populations  would  benefit  Republican 
 candidates,  this  is  not  exclusively  true.  Though  White 
 Americans  traditionally  have  become  more 
 conservative  with  age,  this  trend  does  not  match 
 when  applied  to  other  ethnic  groups.  Proof  of  this  is 
 seen  in  Jefferson  County,  Mississippi.  Jefferson 
 county  is  85%  Black  and  has  seen  a  7%  increase  in 
 residents  older  than  55  years.  However,  the  county 
 has  simultaneously  continuously  shifted  Democratic 
 over  the  last  20  years  and  had  a  72%  Democratic 
 margin  in  2020,  one  of  the  highest  in  the  country. 
 Instead,  the  trend  with  age  can  be  revised  to  the 
 creation  of  a  “stickiness”  to  political  identity,  that  as 
 voters,  in  general,  become  older,  their  beliefs  are 
 more set into stone. 

 5.  Conclusion 

 This  paper  applied  a  qualitative  analysis  to  a  case 
 study  set  of  19  counties  to  evaluate  how  race  and  age 
 change  over  the  last  20  years  could  explain  shifts  in 
 presidential  election  margins.  Initial  demographic 
 hypotheses  that  diversification  would  increase 
 Democratic  votes  and  aging  populations  would 
 increase  Republican  votes  were  applied  to  these 
 counties.  Demographic  and  electoral  shift  was 
 tracked  through  yearly  race  and  age  data  from  the 
 U.S.  Census  Bureau  and  presidential  election  data 
 from  MIT’s  election  data  lab.  Though  the  electoral 
 shift  for  many  counties  was  consistent  with  the 
 demographic  hypotheses,  limitations  were  present  in 
 both.  There  was  often  a  “backlash”  in  racial 
 diversification,  where  counties  would  see  significant 
 Republican  shifts  even  with  a  growing  minority 
 population,  as  White  residents  would  vote 
 Republican  against  the  diversification.  This  was 

 particularly  true  in  counties  with  inactive  or 
 non-citizen  residents  because  there  wouldn’t  be  many 
 votes  for  Democratic  candidates.  This  pattern 
 indicates  a  fascinating  social  trend,  as  diversification 
 has  usually  been  seen  as  good  for  Democrats,  but  this 
 backlash  factor  may  reverse  its  effects  in  certain 
 circumstances.  A  greying  population  being  more 
 Republican  mainly  was  only  accurate  for  dominantly 
 White  populations.  Greying  minority  populations  did 
 not  see  the  same  electoral  shifts  as  greying  White 
 populations. 

 The  results  of  this  study  raise  interesting  questions 
 about  how  demographic  changes  may  indicate  future 
 electoral  shifts.  While  there  is  some  benefit  to 
 Democratic  candidates  from  the  increasing  minority 
 populations,  the  backlash  of  White  residents  seen  in 
 certain  counties  creates  uncertainty  around  increasing 
 diversification  being  good  for  Democrats,  particularly 
 given  the  growing  group  identities  and  polarization  of 
 today’s  political  atmosphere.  Future  research  should 
 consider  what  circumstances  and  factors  play  into 
 this  backlash  effect.  The  application  of  demographics 
 to  understanding  the  electorate  shift  continues  to  be 
 an  essential  topic  to  understand,  particularly  as  the 
 United  States  continues  to  diversify,  and  it  will  be 
 salient  to  campaigns  and  voter  outreach  efforts  in 
 future elections. 
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 Abstract 

 The  use  of  mixed  oxidants  for  disinfection  as  a  public  health  measure  reduces  the  spread  of  countless  diseases  and  is 
 the  future  of  public  safety.  Mixed  oxidant  solutions,  which  have  typically  formed  electrochemically  through  the 
 electrolysis  of  brine,  have  emerged  as  an  effective  and  potentially  significant  method  of  disinfection  of  drinking 
 water  supplies.  Many  solutions  have  been  tested  and  documented  regarding  inactivation  rates  relating  to  mixed 
 oxidant  solutions,  including  chlorine,  ozone,  hypochlorite,  and  several  others.  Advanced  technologies  are 
 interesting,  however  many  are  still  in  the  research  state,  while  conventional  technologies  are  the  most  used  and  far 
 along.  However,  although  some  of  the  conventional  technologies  are  not  fully  verified,  a  vast  majority  of  them  are 
 very  significant  and  vital  methods  when  it  comes  to  disinfection.  Some  of  the  many  benefits  of  mixed  oxidant 
 solutions  include  a  decreased  generation  of  potentially  harmful  disinfection  byproducts  (DBPs),  inhibition  of 
 biofilm  formation  within  distribution  systems,  improved  residual  power,  safer  operating  environments,  and  lower 
 operating  costs.  Disinfection  byproducts  (DBPs)  are  chemical,  organic,  and/or  inorganic  substances  that  are 
 commonly  found  in  drinking  water  supplies  and  can  form  during  chemical  reactions  of  a  disinfectant  and  drinking 
 water.  The  use  of  mixed  oxidant  solutions  in  public  safety  provides  a  safer  working  environment  and  a  safer  supply 
 of drinking water, while also providing a cheaper and more effective solution to promote public health and safety. 

 Keywords:disinfection, drinking water treatment, DBP 

 1.  Introduction 

 Mixed  oxidant  solutions,  typically  formed 
 electrochemically  through  the  electrolysis  of  brine, 
 have  emerged  as  an  effective,  and  a  potentially 
 significant  method  of  the  disinfection  of  drinking 
 water  supplies.  Numerous  studies  have  documented 
 the  efficacy  of  mixed  oxidant  solutions  in  the 
 disinfection  of  microorganisms  including  Coliphage 
 MS2,  Escherichia  coli,  Bacillus  subtilis, 
 Cryptosporidium  parvum  oocysts,  and  Clostridium 

 perfringens  spores  (Son  et  al.  ,  2003;  Venczel  et  al.  , 
 1997;  Casteel  et  al.  ,  2000);  however,  the  active 
 disinfectant  species  present  in  mixed  oxidant 
 solutions  have  not  been  fully  verified,  necessitating 
 the  need  for  continued  research  in  this  realm.  Species 
 suspected  in  mixed  oxidant  solutions  generated 
 through  the  electrolysis  of  brine  include,  but  may  not 
 be  limited  to,  ozone,  chlorine  dioxide,  hypochlorite, 
 hypochlorous  acid,  chlorine,  hydrogen  peroxide,  and 
 OH-  radicals.  It  has  been  suggested  that  chlorine  is 
 the  effective  component  of  electrochemically  mixed 
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 oxidant  solutions  responsible  for  disinfection 
 (Clevenger  et  al.  ,  2007).  However,  studies 
 documenting  increased  inactivation  rates  observed 
 with  mixed  oxidant  disinfection  compared  to 
 disinfection  with  hypochlorite  alone,  as  well  as  the 
 ability  of  mixed  oxidant  solutions  to  inactivate 
 chlorine-resistant  organisms  like  C.  parvum  ,  indicate 
 that  chlorine  species  are  not  the  only  mixed  oxidant 
 constituents  in  effect  (Hamm  2002;  Son  et  al.  ,  2003; 
 Venczel  et  al.  ,  1997;  Casteel  et  al.  ,  2000).  Based  on 
 reviewed  literature,  the  inactivation  rate,  as  well  as 
 the  extent  of  the  increase  in  disinfection  efficacy  by 
 electrochemically  and  mechanically  generated  mixed 
 oxidants  compared  to  that  of  chlorine-  based 
 disinfectants,  it  is  highly  dependent  on  the  type  of 
 microorganism  used  in  the  study.  Accordingly,  the 
 assessment  of  the  major  oxidant  species  at  work  is 
 also  influenced  by  the  biological  indicator  used. 
 Lastly,  the  literature  reviewed  demonstrated  that 
 synergistic  effects  due  to  pH,  temperature,  and  the 
 combination  of  different  oxidant  types  also  play  an 
 important  role  in  the  disinfection  efficacy  of  mixed 
 oxidant solutions (Son  et al.  , 2003). 

 2.  pH and Temperature Effects on Mixed 
 Oxidant Disinfection 

 In  the  first  half  of  the  study  presented  by  (Son  et 
 al.,  2003),  E.  coli  and  B.  subtilis  were  used  to 
 investigate  the  disinfection  efficacy  of  an 
 electrochemically  generated  mixed  oxidant  solution 
 compared  to  that  of  free  available  chlorine  (FAC). 
 The  study  also  evaluated  the  effects  of  pH  and 
 temperature  on  inactivation  rates  of  both 
 microorganisms.  Son  et  al.  found  that  at  a  pH  of  8.2, 
 electrochemically  generated  mixed  oxidant  solutions 
 were  between  20  and  50  percent  more  efficient  in 
 inactivating  E.  coli  and  B.  subtilis  spores  in 
 comparison  with  disinfection  with  free  available 
 chlorine  (FAC).  The  synergistic  effect  observed  with 
 the  electrochemically  mixed  oxidants  at  a  pH  of  8.2 
 was  not  observed  for  E.  coli  or  B.  subtilis  spores  at 
 lower  pH  levels  of  5.7  or  7.1.  As  a  point  of 
 clarification,  the  inactivation  rates  of  E.  coli  and  B. 
 subtilis  spores  were  the  highest  for  both 
 electrochemically  mixed  oxidants  and  FAC  at  lower 
 pH  levels;  it  was  only  at  pH  of  8.2  that  a  significant 

 difference  was  recorded  between  the  inactivation  rate 
 observed  using  electrochemically  mixed  oxidants 
 versus  the  inactivation  rate  observed  using  FAC  as 
 the form of disinfection. 

 The  effects  of  pH  on  the  inactivation  efficacy  of 
 different  disinfectants  including  free  chlorine,  ozone 
 and  chlorine  dioxide  are  demonstrated  in  the  single 
 step  application  experiments  run  in  a  sequential 
 disinfection  study  using  B.  subtilis  spores.  Results  of 
 the  study  showed  that  free  chlorine  was  most  efficient 
 at  lower  pH  levels  (5.6  versus  8.2),  whereas  faster 
 inactivation  rates  were  observed  at  higher  pH  levels 
 in  single  step  treatment  with  ozone  (Cho  et  al.  ’s 
 2006).  The  inactivation  of  B.  subtilis  spores  by 
 chlorine  dioxide  was  not  affected  by  a  change  in  pH. 
 These  findings,  specifically  that  of  a  single  step 
 application  of  ozone  resulted  in  increased  inactivation 
 rates  at  a  pH  of  8.2,  are  consistent  with  the  greater 
 synergistic  effect  observed  in  the  inactivation  of  E. 
 coli  and  B.  subtilis  by  mixed  oxidants  at  a  pH  of  8.2 
 (Son  et  al.  ,  2003).  They  also  suggest  that  mixed 
 oxidant  solutions,  composed  of  several  oxidant  types, 
 have the ability to be effective at varying pH levels. 

 Table  1.  Summary  of  the  CT  values  (mg/L  x  min)  for 
 the  2-log  inactivation  of  E.  coli  and  B.  subtilis 
 observed by Son  et al.  (2003). 

 Electrochemi 
 cally mixed 

 oxidants 
 FAC 

 Electroche 
 mically 
 mixed 

 oxidants 

 FAC 

 Micro 
 organism  pH  20° C  20° C  4° C  4° C 

 E. coli 
 5.7  3.5x10  -2  3.2x10  -2  -  - 
 7.1  7.1x10  -2  7.6x10  -2  -  - 
 8.2  0.13  0.18  0.24  0.36 

 B. subtilis 
 5.7  46  50  204  221 
 7.1  97  94  -  - 
 8.2  240  280  670  800 

 In  examining  the  effects  of  temperature  (20°C  vs. 
 4°C)  at  pH  8.2,  Son  et  al.  (2003)  found  that  both  E. 
 coli  and  B.  subtilis  spores  exhibited  increased 
 inactivation  rates  at  the  higher  temperature  of  20°C 
 with  both  methods  of  disinfection;  however,  the 
 percent  effectiveness  of  inactivation  by  mixed 
 oxidants  versus  FAC  was  greater  for  both  organisms 
 at  4°C  versus  20°C  .  Specifically,  at  4°C,  the 
 electrochemically  mixed  oxidants  were 
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 approximately  50%  and  19%  more  effective  than 
 FAC  in  inactivation  of  the  2-log  inactivation  of  E. 
 coli  and  B.  subtilis  ,  respectively;  whereas  at  20°C,  the 
 electrochemically  mixed  oxidants  were 
 approximately  35%  and  17%  more  effective  than 
 FAC  in  inactivation  of  the-2  log  of  E.  coli  and  B. 
 subtilis  .  These  results  suggest  that  at  pH  8.2,  the 
 inactivation  rates  of  E.  coli  and  B.  subtilis  may  be 
 less  affected  by  a  drop  in  temperature  when  treated 
 with  mixed  oxidants  versus  FAC  alone.  In  other 
 words,  mixed  oxidant  solutions  may  be  a  more 
 effective  disinfectant  than  FAC  alone  across  a  larger 
 spectrum of temperatures. 

 3.  Disinfection using Electrolytically Generated 
 Mixed Oxidants 

 Son  et  al.  ’s  (2003;  2005))  findings  are  somewhat 
 in  contrast  to  the  study  conducted  by  Clevenger  et  al.  , 
 in  which  three  strains  of  B.  subtilis  and  the 
 bacteriophage  MS2  were  used  to  compare  the 
 disinfection  potency  of  three  electrolytic  generation 
 systems  of  mixed  oxidants  as  well  as  hypochlorite  (at 
 pH  7,  22°  C).  While  all  three  mixed  oxidant 
 generating  systems  were  slightly  more  effective  than 
 hypochlorite  in  the  inactivation  of  the  macrophage, 
 all  three  systems  were  similarly  effective  as 
 hypochlorite  in  the  inactivation  of  the  three  strains  of 
 B.  subtilis  spores.  MS2,  which  was  inactivated  much 
 more  rapidly  and  effectively  by  all  four  methods  of 
 disinfection  than  the  B.  subtilis  spores,  displayed  no 
 apparent  change  in  chlorine  residual  for  the  four 
 disinfectants  (since  MS2  phages  are  very  sensitive  to 
 free  chlorine,  very  little  chlorine  was  required  for 
 their  inactivation).  A  more  pronounced,  but  uniform, 
 decrease  in  chlorine  concentrations  occurred  in  the 
 inactivation  of  B.  subtilis  spores  for  all  four 
 disinfectants,  leading  Clevenger  et  al.  to  conclude 
 that  the  effective  disinfection  component  in  the  three 
 mixed  oxidant  generating  systems  was  chlorine 
 alone. (Clevenger  et al.  , 2007) 

 The  rapid  inactivation  of  bacteriophage  MS2  by 
 an  electrochemically  generated  mixed  oxidant 
 solution  was  also  reported  in  Casteel  et  al.  (2000),  in 
 which  a  2  log  reduction  of  the  macrophage  occurred 
 in  30  seconds.  The  study  also  reported  a  relatively 
 high  percentage  of  the  initial  dose  (2.4  mg/L)  of 

 mixed  oxidant  solution  remained  throughout  the 
 experiment,  with  1.6  mg/L  mixed  oxidant  remaining 
 after  one  hour  contact  time.  This  is  generally 
 consistent  with  the  lack  of  a  decrease  in  chlorine 
 residual  observed  for  MS2  after  30  minutes  in 
 Clevenger  et  al.  (2007)  .  Casteel  et  al.  observed 
 similar  inactivation  characteristics  for  E.  coli  treated 
 with  electrochemically  mixed  oxidants  (2  log 
 reduction  within  30  seconds  with  a  2.4  mg/L  dose  of 
 mixed  oxidant  solution,  with  1.6  mg/L  mixed  oxidant 
 remaining  after  one  hour  contact  time).  In  contrast, 
 chlorine-resistant  C.  parvum  oocysts  and  C. 
 perfringens  spores  exhibited  much  slower 
 inactivation  rates  at  higher  doses  of  mixed  oxidants. 
 As  indentified  in  the  table  below,  C.  parvum  oocysts 
 treated  with  2  mg/L  of  electrochemically  mixed 
 oxidants  experienced  a  0.7  log  reduction  with  30 
 minutes  contact  time  and  a  1  log  reduction  after  240 
 minutes;  C.  parvum  oocysts  treated  with  4  mg/L 
 experienced  a  2.1  log  reduction  at  30  minutes  and  a 
 2.9  log  reduction  after  240  minutes.  The  inactivation 
 rate  of  C.  perfringens  was  similar  to  that  of  C. 
 parvum  when  treated  with  the  same  two  doses  of 
 electrochemically mixed oxidants. 

 Table  2.  Inactivation  of  C.  parvum  and  C.  perfringens 
 by  electrochemically  mixed  oxidants  in  oxygen 
 demand-free  water  at  pH  8  and  at  25°  C  (Casteel  et 
 al.  , 2000) 

 Micro 
 organism 

 Dose of Mixed 
 Oxidants 

 Contact 
 Time 

 Log(10) 
 inactivation 

 C.  parvum  2 mg/L 
 30 min  0.7 

 240 min  1 

 C.  parvum  4 mg/L 
 30 min  2.1 

 240 min  2.9 

 C.  perfringens  2 mg/L 
 30 min  0.7 

 240 min  1 

 C.  perfringens  4 mg/L 
 30 min  1 

 240 min  1.5 

 Both  C.  parvum  and  C.  perfringens  exhibited 
 declining  rate  inactivation  kinetics  by  mixed 
 oxidants.  This  study  demonstrates  that  the  rate  and 
 extent  of  inactivation  by  mixed  oxidants  is  dependent 
 on  the  type  of  microorganism,  the  initial  does  of 
 mixed  oxidants,  the  contact  time,  and  in  the  case  of 
 C.  parvum  and  C.  perfringens  ,  the  mixed  oxidant 
 residual (or oxidant demand) (Casteel  et al.  , 2000). 
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 4.  Mixed Oxidants vs. Free Chlorine 
 Disinfection 

 Prior  to  Casteel  et  al.  ’s  study,  Venczel  et  al. 
 (1997)  demonstrated  the  inactivation  of  C.  parvum 
 oocysts  and  C.  perfringens  spores  by 
 electrochemically  mixed  oxidants,  in  contrast  to 
 disinfection  by  free  chlorine  alone.  The  declining  rate 
 inactivation,  or  “retardant  die-off,”  kinetics  also 
 observed  by  Casteel  et  al.  ,  were  also  observed  by 
 Venczel  et  al.  with  disinfection  of  C.  parvum  and  C. 
 perfringens  with  electrochemically  mixed  oxidants. 
 As  identified  in  Table  3,  5  mg/L  of  electrochemically 
 generated  mixed  oxidants  inactivated  both  C.  parvum 
 oocysts  and  C.  perfringens  spores  in  water  at  pH  7 
 and  at  25°  C,  with  greater  than  2.3  log  (>99.5%) 
 inactivation  in  four  hours.  With  an  equivalent  dose  of 
 free  chlorine  and  four  hour  contact  time  period,  there 
 was  essentially  no  inactivation  of  C.  parvum  and 
 reduced  inactivation  of  C.  perfringens  spores  (l.5  log 
 inactivation,  or  97%).  No  inactivation  of  C.  parvum 
 spores  treated  with  free  chlorine  was  recorded  after 
 24  hours  of  contact  time,  and  only  a  0.2  log  increase 
 in  inactivation  was  recorded  for  C.  perfringens 
 beyond four hours contact time. 

 Table  3.  Inactivation  of  C.  parvum  and  C.  perfringens 
 by  electrochemically  mixed  oxidants  and  FAC  in 
 oxygen  demand-free  water  at  pH  7  and  at  25°  C 
 (Venczel  et  al.  1997).  The  inactivation  rates  in  the 
 table are the averages of four replicate experiments. 

 Micro 
 organism  Disinfectant  Contact 

 Time 
 Log(10) 

 inactivation 

 C.  parvum 
 electro- 

 chemically 
 mixed oxidants 

 1 h  1.3 
 4 h  >3.5 
 8 h  >4.3 

 12 h  >4.6 
 24 h  >3.8 

 C.  parvum  FAC 

 1 h 

 no inactivation 
 4 h 
 8 h 

 12 h 
 24 h 

 C.  perfringens 
 electro- 

 chemically 
 mixed oxidants 

 1 h  2.2 
 3 h  2.6 
 4 h  2.7 
 8 h  3.3 

 12 h  3.6 
 24 h  3.7 

 C.  perfringens  FAC 

 1 h  1 
 3 h  1.3 
 4 h  1.5 
 8 h  1.6 

 12 h  1.7 
 24 h  1.7 

 Based  on  the  results  observed  by  Venczel  et  al. 
 (1997)  and  Casteel  et  al.  (2000),  electrochemically 
 mixed  oxidants  were  effective  in  inactivating 
 chlorine-resistant  microorganisms  such  as  C.  parvum 
 and  C.  perfringens  (  C.  parvum  being  more  resistant 
 to  chlorine  than  C.  perfringens  (Venczel  et  al.  , 
 1997)).  As  cited  in  Venczel  et  al.  (1997),  Korich  et  al. 
 (1990)  reported  that  when  exposed  to  a  free  chlorine 
 dose  of  80  mg/L,  a  1  log  inactivation  of  C.  parvum 
 oocysts  was  observed  after  90  minutes;  however, 
 such  a  high  dose  of  chlorine  would  never  be  used  in 
 the  disinfection  of  drinking  water.  Thus,  for 
 microorganisms  such  as  C.  parvum  and  C. 
 perfringens  ,  an  alternative  to  disinfection  by  chlorine 
 alone  is  needed,  and  mixed  oxidant  solutions  appear 
 to be a viable approach. 

 5.  Synergistic  Effects  of  Mixed  Oxidants  on 
 Disinfection 

 In  addition  to  the  optimal  pH  and  temperature 
 conditions,  another  factor  influencing  the  increased 
 disinfection  efficacy  by  mixed  oxidant  solutions  may 
 be  synergism  of  certain  oxidant  species.  Synergistic 
 effects  of  oxidant  species  can  be  investigated  through 
 sequential  disinfection  experiments.  In  Liyanage  et 
 al.  (1997),  the  enhanced  inactivation  of  C.  parvum 
 oocysts  was  attributed  to  synergistic  effects  of 
 combining  ozone  and  chlorine  dioxide  in  sequential 
 disinfection.  The  study  reported  that  the  expected 
 inactivation  by  single  oxidants  was  0.8  log  units  for 
 ozone  and  1.4  log  units  for  chlorine  dioxide,  for  a 
 total  of  2.2  log  inactivation;  whereas,  3.4  log 
 inactivation  was  documented  when  C.  parvum 
 oocysts  were  exposed  to  0.8  mg/L  of  ozone  for  4.4 
 minutes  followed  by  a  2.0  mg/L  chlorine  dioxide 
 treatment  for  60  minutes.  Thus,  the  sequential 
 treatment  of  C.  parvum  oocysts  with  ozone  and 
 chlorine  dioxide  resulted  in  an  additional  1.2  log 
 units  of  inactivation  due  to  synergism  of  the  two 
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 disinfectants  (Liyanage  et  al.  ,  1997).  It  is  quite 
 possible  that  a  similar  synergistic  effect  between 
 ozone  and  chlorine  dioxide  occurs  in 
 electrochemically  mixed  oxidant  solutions,  helping 
 make  mixed  oxidant  solutions  effective  disinfectants 
 in  the  inactivation  of  C.  parvum  oocysts  and  C. 
 perfringens  spores.  Applying  the  results  of  other 
 sequential  disinfection  studies,  synergism  of  oxidant 
 species  may  also  be  an  important  factor  in  the 
 increased  disinfection  efficacy  of  mixed  oxidants  in 
 the  inactivation  of  other  microorganisms,  including 
 B.  subtilis  (Cho  et  al.  ,  2006)  and  E.  coli  (Yang  et  al.  , 
 2012;  Beber  de  Souza  and  Daniel,  2011).  Synergism 
 observed  in  subsequent  disinfection  studies  has  been 
 attributed  to  the  activity  of  the  disinfection  species 
 reacting  with  specific  chemical  groups  of  the 
 bacterial cell wall (H. Son  et al.  , 2005). 

 In  Son  et  al.  (2003;  2005),  synergism  of  oxidant 
 species  appeared  to  be  a  contributing  factor  to  the 
 enhanced  inactivation  of  B.  subtilis  spores  by 
 mechanically  mixed  oxidants  versus  disinfection  by 
 FAC  alone.  Four  mechanically  mixed  oxidant 
 solutions  were  prepared  by  adding  small  amounts  of 
 ozone  (1  mg/L),  chlorine  dioxide  (1.8  mg/L  and  18 
 mg/L),  hydrogen  peroxide  (9.2  mg/L)  and  chlorite 
 (40  mg/L)  into  200  mg/L  FAC  stock  solution  at  pH 
 2.5.  The  chlorite/FAC  solution  was  prepared  to  take 
 into  account  expected  chlorite  production  from  the 
 reaction  between  FAC  and  ozone.  The  pH  and 
 concentrations  of  each  oxidant  were  chosen  to 
 replicate  the  reported  concentrations  of  the  oxidants 
 produced  (FAC),  and  claimed  to  be  produced  (ozone, 
 chlorine  dioxide,  hydrogen  peroxide  and  chlorite),  by 
 the  MIOX  electrolytic  generation  system.  Son  et  al. 
 (2003;  2005)  explained  that  the  concentration  of 
 chlorite  used  in  the  study  (40  mg/L)  was  much 
 greater  than  that  reported  in  MIOX  literature  so  that 
 the  product  of  FAC  and  chlorite,  chlorine  dioxide, 
 could be detected by UV absorbance. 

 The  inactivation  experiments  using  the  four 
 mechanically  mixed  oxidant  solutions  were  carried 
 out  at  pH  8.2  at  20°C.  The  mechanically  mixed 
 oxidant  solutions  of  FAC  and  ozone  (0.01  mg/L),  and 
 FAC  and  chlorine  dioxide  (0.018  mg/L  and  0.18 
 mg/L)  were  21%,  26%  and  45%  more  effective, 
 respectively,  than  FAC  alone  in  achieving  2  log 
 removal  of  B.  subtilis  spores.  No  notable  difference 

 in  inactivation  rate  was  observed  between  the 
 mechanically  mixed  oxidant  solution  of  FAC  and 
 hydrogen  peroxide  (9.2  mg/L).  The  mechanically 
 mixed  oxidant  solution  of  FAC  and  chlorite  (40 
 mg/L)  increased  the  inactivation  rate  by  52% 
 compared  to  disinfection  with  FAC  alone,  but  as 
 previously  mentioned,  the  amount  of  chlorite  in  the 
 prepared  solution  was  much  higher  than  expected  for 
 chlorite  generated  from  an  electrochemical  cell.  Son 
 et  al.  (2005)  explained  the  enhanced  disinfection 
 efficacy  of  mechanically  mixed  oxidants  containing 
 ozone,  chlorine  dioxide  and  chlorite  by  the 
 synergistic  effects  of  the  mixed  oxidants,  as  well  as 
 by  intermediates  generated  through  the  reaction  of 
 ozone,  chlorine  dioxide  and  chlorite  with  FAC. 
 Throughout  the  measurement  of  UV  absorbance  at 
 wavelengths  specific  to  ozone,  chlorine  dioxide  and 
 chlorite,  Son  et  al.  (2003;  2005)  were  able  to  show 
 that  chlorite  was  produced  as  an  intermediate  from 
 the  reaction  of  FAC  and  ozone,  and  chlorine  dioxide 
 was generated from the reaction of FAC and chlorite. 

 6.  Conclusion 

 The  efficacy  rate  of  mixed  oxidant  solutions 
 compared  to  conventional  chlorine  disinfection  is 
 greatly  affected  by  the  type  of  microorganism  used  in 
 the  experiment,  or  found  in  the  drinking  water  supply. 
 While  the  bacteriophage  MS2  and  E.  coli  are 
 inactivated  rapidly  by  mixed  oxidant  solutions 
 (Clevenger  et  al.  2007;  Son  et  al.  2003;  Casteel  et  al. 
 2000),  B.  subtilis  spores,  C.  perfringens  spores  and  C 
 parvum  oocysts  are  increasingly  more  resistant  (Son 
 et  al.  2003;  Casteel  et  al.  2000;  Venczel  et  al.  1997); 
 however,  at  higher  doses  and/or  with  greater  contact 
 times,  mixed  oxidant  solutions  have  been  found  to  be 
 effective  in  inactivating  these  more  resistant 
 microorganisms  (Son  et  al.  2003;  Casteel  et  al.  2000; 
 Venczel  et  al.  1997).  This  is  especially  significant  for 
 chlorine-resistant  microorganisms  like  C.  parvum  ,  for 
 which  no  inactivation  was  observed  with  treatment 
 with  free  chlorine  alone  after  24  hours  of  contact  time 
 (Venczel  et al.  1997). 

 Comparison  of  the  inactivation  rates  of  different 
 microorganisms  using  the  same  method  and  dose  of 
 disinfection  emphasizes  the  importance  of  selecting 
 appropriate  biological  indicators.  For  instance,  while 
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 C.  perfringens  spores  have  shown  to  be  reliable 
 indicators  for  C.  parvum  oocyst  inactivation  by 
 mixed  oxidants  in  water,  the  bacteriophage  MS2  and 
 E.  coli  would  be  inappropriate  as  indicators  for  C. 
 parvum  oocyst inactivation (Casteel  et al.  2000). 

 As  observed  by  Son  et  al.  (2003),  the  species  in 
 electrochemically  generated  mixed  oxidant  solutions 
 likely  play  a  larger  role,  or  have  a  greater  capacity  for 
 disinfection,  at  slightly  basic  conditions.  Mixed 
 oxidant  solutions  appear  to  be  the  most  effective  at 
 temperatures  between  20-25°  C;  however,  mixed 
 oxidant  solutions  may  be  able  to  better  maintain  their 
 disinfection  potency  at  lower  temperatures  (4°  C) 
 compared  to  FAC  alone.  Synergistic  effects  observed 
 in  sequential  disinfection  experiments  from  the 
 reaction  of  disinfectant  species  (Liyanage  et  al.  , 
 1997;  Cho  et  al.  ,  2006;  Yang  et  al.  ,  2012;  Beber  de 
 Souza  &  Daniel,  2011)  may  also  occur  between  the 
 oxidant  species  in  mixed  oxidant  solutions, 
 contributing  to  the  disinfection  efficacy  of 
 electrochemically  mixed  oxidant  solutions. 
 Synergism  of  mechanically  mixed  oxidants,  as  well 
 as  the  disinfection  abilities  of  intermediates  formed 
 by  the  reaction  of  oxidant  species,  was  observed  in 
 the  enhanced  inactivation  of  B.  subtilis  spores  by 
 mechanically  mixed  oxidants  in  concentrations 
 believed  to  be  similar  to  those  generated  by  the 
 electrolysis of brine (Son  et al.  2003; 2005). 

 In  addition  to  increased  disinfection  potency, 
 noteworthy  benefits  of  mixed  oxidant  solutions 
 include,  but  are  not  limited  to,  decreased  generation 
 of  potentially  harmful  disinfection  byproducts 
 (DBPs),  inhibition  of  biofilm  formation  within 
 distribution  systems,  improved  residual  power,  safer 
 operating  environments,  and  lower  operating  costs 
 (Venczel  et al.  1997; Hamm 2002). 

 Based  on  the  study,  the  use  of  mixed  oxidants 
 appears  to  be  a  viable  approach  in  the  disinfection  of 
 drinking  water,  and  may  prove  to  be  very  valuable 
 with  more  research  that  investigates  and  confirms  the 
 constituents  and  mechanisms  responsible  for  the 
 enhanced  inactivation  of  a  number  of 
 microorganisms. 
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 Abstract 

 Music has the ability to evoke a wide variety of emotions in human listeners. Research has shown that treatment for 
 depression and mental health disorders is significantly more effective when it is complemented by music therapy. 
 However, because each human experiences music-induced emotions differently, there is no systematic way to 
 accurately predict how people will respond to different types of music at an individual level. In this experiment, a 
 model is created to predict humans’ emotional responses to music from both their electroencephalographic data 
 (EEG) and the acoustic features of the music. By using recursive feature elimination (RFE) to extract the most 
 relevant and performing features from the EEG and music, a regression model is fit and accurately correlates the 
 patient’s actual music-induced emotional responses and model’s predicted responses. By reaching a mean 
 correlation of r = 0.788, this model is significantly more accurate than previous works attempting to predict 
 music-induced emotions. The results of this regression fit suggest that accurately predicting how people respond to 
 music from brain activity is possible. Furthermore, by testing this model on specific features extracted from any 
 musical clip, music that is most likely to evoke a happier and pleasant emotional state in an individual can be 
 determined. This may allow music therapy practitioners, as well as music-listeners more broadly, to select music that 
 will improve mood and mental health. 

 Keywords: EEG, music therapy, acoustic features, machine learning, emotional-response predictions 

 1.  Introduction 

 Music  is  known  to  be  an  extremely  powerful  tool 
 that  can  make  listeners  feel  pleasure,  happiness, 
 sadness,  and  even  fear  (Fritz  et  al.,  2009).  Music 
 therapy  is  also  a  health-intervention  that  has 
 subsequently  proven  to  be  an  effective  treatment  for 
 poor  mental  health,  mood  disorders,  and  depression 
 (Maratos  et  al.,  2008).  For  example,  music  therapy 
 was  determined  to  significantly  improve  mood  when 
 compared  to  treatment  as  usual  (Maratos  et  al.,  2008; 

 Ramirez  et  al.,  2018).  Furthermore,  Chen  (1992) 
 determined  antidepressant  drugs  coupled  with  music 
 therapy  were  more  effective  than  antidepressant 
 drugs  alone  in  improving  mental  health.  Also, 
 Koelsch  &  Jäncke  (2015)  concluded  that  music  can 
 reduce  pain  and  anxiety  in  patients  with  heart  disease 
 by lowering heart rate and blood pressure. 

 In  music  therapy,  a  therapist  prescribes  music 
 selections  to  a  patient  to  listen  to  based  solely  on  the 
 therapist's  expertise,  experiences,  and  evaluation  of 
 the  patient  (Tamplin  &  Baker  2006;  Maratos  et  al., 
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 2008).  However,  to  determine  the  optimal  music  to 
 prescribe  to  the  patient,  the  individual's  emotional 
 reaction  to  the  signal  must  be  predicted.  Predicting  a 
 human’s  emotional  response  to  a  musical  selection 
 they  have  never  heard  is  an  extreme  challenge 
 because  all  humans  experience  music-induced 
 emotions  differently  depending  on  their  life 
 experiences,  moods,  influences,  gender  (Hunter, 
 Schellenberg  &  Schimmack  2010;  McRae  et  al., 
 2008),  and  a  wide  variety  of  other  factors.  Despite 
 music  therapy’s  promising  results  as  a  healing  agent 
 for  depression  and  mental  health  disorders,  music 
 therapy  does  not  currently  rely  on  a  systematic 
 method  to  predict  emotional  responses  to  music  on  an 
 individual level. 

 Many  models  for  the  relationship  between 
 induced  emotions  in  humans  and  attributes  of  music 
 have  been  created.  For  example,  Schubert  (2004) 
 studied  the  effects  of  musical  features  and  music 
 theory  attributes  such  as  dynamics  and  melodic 
 contour  on  emotions.  Gabrielsson  &  Lindström 
 (2001)  subsequently  studied  the  effects  of  variations 
 of  tempo,  articulation,  dynamics,  and  intonation  on 
 perceived  emotion  by  using  a  model  in  which 
 emotional  responses  ranging  from  strong  to  weak 
 were  plotted  across  two  axes:  one  for  pleasantness 
 and  one  for  excitement.  This  model  also  featured 
 plots  of  tempo  and  other  musical  descriptors.  This 
 model  may  provide  information  about  how  individual 
 music  descriptors  affect  emotional  responses. 
 However,  because  all  people  perceive  emotions 
 differently  and  therefore  individual-level  emotional 
 predictions  are  necessary,  using  physiological  data 
 may be of significant value. 

 Other  researchers  have  used  physiological 
 measurements  as  correlates  for  induced  emotional 
 responses.  For  example,  Etzel  et  al.  (2006)  tested  the 
 effect  of  music  meant  to  evoke  different  moods 
 including  happiness,  sadness,  and  fear  on 
 cardiovascular  activity.  Similar  research  has  found 
 that  certain  selections  of  pleasant  and 
 happiness-inducing  music  may  increase  heart  rate 
 (Brouwer  et  al.,  2013),  as  revealed  through  the 
 analysis  of  electrocardiogram  (ECG)  signals  (Kim  & 
 André  2008).  More  physiological  measurement 
 techniques  used  to  correlate  music-induced  emotions 
 include  skin  conductance  response  (SCR)  (Khalfa, 

 Isabelle,  Jean-Pierre,  &  Mannon  2002) 
 electromyography  (EMG)  for  facial  expression 
 (Lundqvist  et  al.,  2008),  electrodermal  activity 
 (EDA)  (Craig  2005),  respiration  rate  (Merrill  et  al., 
 2020), and pupillometry (Nakakoga et al., 2020). 

 On  the  other  hand,  researchers  have  also  turned  to 
 studying  brain  activity  to  measure  music-induced 
 emotions.  Such  experiments  have  been  performed 
 using  functional  magnetic  resonance  imaging  (fMRI) 
 for  example  (Koelsch  et  al.,  2006;  Brattico  et  al., 
 2011).  Alternatively,  researchers  have  also  used 
 electroencephalographic  (EEG)  data  (Daly  et  al., 
 2015; Schmidt & Trainor 2001). 

 Combining  EEG  with  music,  video,  and  other 
 media  features  has  proven  to  be  effective  at 
 predicting  emotional  responses  (Kortelainen  & 
 Seppänen  2013;  Li  et  al.,  2018)  because  music  and 
 their  induced  emotions  are  thoroughly  believed  to 
 engage  large  networks  of  neurons  and  neuronal 
 structures  (Daly  et  al.,  2019).  For  instance,  a  study  by 
 van  Tricht  et  al.  (2010)  found  that  Parkinson’s  disease 
 impaired  the  emotional  recognition  of  fear  and  anger 
 in  music.  Similarly,  the  deracination  of  the 
 anteromedial  temporal  lobe  impaired  the 
 music-induced  recognition  of  terror  and  scariness. 
 (Gosselin  et  al.,  2011).  Thus,  music-induced 
 emotions may relate to a variety of changes in EEG. 

 That  being  said,  using  EEG  to  predict 
 music-induced  emotions  has  shown  to  be  a  difficult 
 feat  because  EEG  is  non-stationary  and  very  noisy 
 (Daly  et  al.,  2015;  Koelstra  et  al.,  2012;  Jiang  et  al., 
 2019).  This  problem  is  further  challenged  by 
 combining  EEG  with  variations  in  how  humans 
 perceive  emotions  (Barrett  et  al.,  2007),  differences 
 in  musical  preferences  (Bauer,  Kreutz,  &  Herrmann 
 2015),  and  disparities  in  age  and  gender  which  may 
 influence  these  preferences  (Vieillard  &  Gilet  2013; 
 Le Blanc et al., 1999). 

 Therefore,  by  selecting  only  the  most  important 
 and  relevant  descriptors,  a  combination  of  both 
 acoustic  and  EEG  features  may  be  used  to  train  a 
 model  to  predict  music-induced  emotions  at  a  high 
 accuracy on the individual level. 

 Since  classical-style  music  has  been  shown  to 
 induce  emotions  at  a  strong  level  (Schaefer  2017; 
 Kreutz  et  al.,  2007),  this  study  utilizes  the  dataset 
 created  by  Daly  et  al.  (2015),  in  which  classical 
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 music  clips  are  played  to  participants  while  their  EEG 
 is  recorded.  Descriptive  features  from  the  musical 
 clips  (from  the  set  of  stimuli  from  Eerola  & 
 Vuoskoski  2010)  are  then  extracted  and  brain  activity 
 to  train  a  Lasso  regression  model  to  predict  each 
 participant’s emotional responses to music. 

 2.  Materials and Methods 

 2. 1 Methods and Experimental Data 

 This  analysis  utilized  the  EEG  and  emotional 
 response  data  gathered  from  Daly  et.  al  (2015).  The 
 data  consisted  of  thirty-one  individuals,  thirteen 
 males  and  eighteen  females,  whose  ages  ranged  from 
 18  to  66.  Each  participant’s  electroencephalogram 
 (EEG)  was  recorded  from  19  electrode  channels 
 positioned  from  the  nasion  to  inion  as  according  to 
 the 10-20 EEG Placement System (Milnik 2006). 

 This  study  also  featured  classical  music  stimuli 
 drawn  from  a  dataset  of  360  excerpts  from  film 
 scores  including  titles  such  as  Psycho  (1960), 
 Gladiator  (2000),  and  Big  Fish  (2003)  .  The  musical 
 stimuli  in  this  dataset  were  specifically  chosen  to 
 induce  specific  emotions  in  human  listeners  (Eerola 
 & Vuoskoski 2010). 

 The  participants  were  told  to  stay  still  and  each 
 listened  to  40  randomly  drawn  musical  selections 
 from  Eerola  &  Vuoskoski  (2010)  for  15  seconds. 
 Immediately  after,  they  responded  to  a  series  of  eight 
 Likert-scale  questions  on  a  scale  of  strongly  disagree 
 to  strongly  agree  to  identify  their  emotional  response 
 across  eight  axes:  happiness,  sadness,  pleasantness, 
 fear,  anger,  tenderness,  tension,  and  energy-level 
 (Daly et al., 2015). 

 Because  some  of  these  emotion  categories  are 
 likely  to  be  highly  correlated  (Larsen  &  McGraw 
 2001),  a  Principal-Component  Analysis  (PCA)  was 
 used  to  reduce  the  eight  axes  into  three  principal 
 components  (PCs),  which  explains  a  large  amount  of 
 the  variance  (75%)  of  the  participant’s  music-induced 
 emotional  responses  (Daly  et  al.,  2015).  These  three 
 PCs  represent  valence-arousal,  a  measurement  of 
 pleasure  and  happiness;  energy-arousal,  a 
 quantification  of  liveliness;  and  tension-arousal,  a 
 measurement  of  tenseness  (Ilie  &  Thompson  2006; 
 Ilie  &  Thompson  2011),  as  according  to  the 

 Schimmack  and  Grob  model  (Schimmack  &  Grob 
 2000).  It  is  these  three  PCs  that  are  ultimately 
 subjected to further analysis. 

 Acoustic  features  from  the  music  played  to  each 
 participant  from  the  musical  dataset  and  various 
 anatomical  features  from  the  participants’  EEG  data 
 are  then  extracted.  Through  recursive  feature 
 elimination  (RFE),  the  most  performing  features  are 
 selected  to  accurately  predict  a  participant’s 
 self-reported  emotional  response  to  music  along  each 
 of the three axes of the PCs. 

 2.2 EEG Features 

 Because  EEG  signals  are  so  noisy  (Daly  et  al., 
 2012;  Jiang  et  al.,  2019),  the  EEG  signals  were  first 
 pre-processed  to  remove  artefacts  and  noise.  Discrete 
 Wavelet  Transform  (DWT)  was  then  used  to 
 decompose  the  EEG  signals  into  alpha  (𝛼)  [12-24Hz), 
 beta  (𝛽)  [24-48Hz),  gamma  (𝛾)  [48-80Hz),  delta  (𝛿) 
 (0-6Hz),  and  theta  (𝜃)  [6-12Hz)  wavelet  bands.  DWT 
 provides  high-frequency  resolution  at  the  high  and 
 low  EEG  frequencies.  DWT  is  an  extremely 
 convenient  tool  for  processing  non-stationary  EEG 
 and  rendering  these  signals  more  suitable  for  feature 
 extraction  than  just  standard  EEG  alone  (Qazi  et  al., 
 2016).  From  the  𝛼,  𝛽,  𝛾,  𝛿,  and  𝜃  wavelet  bands,  a 
 total  of  285  features  were  extracted  from  the  EEG 
 signals  using  Minimum  Norm  Estimates  (MNE). 
 RFE  was  further  utilized  to  determine  that  the 
 features below were beneficial to training the model. 

 The  energy  of  each  wavelet  band,  or  strength  of 
 the  signal  at  any  time  interval  as  it  represents  the  area 
 under  the  curve  (AUC),  was  computationally 
 calculated. 

   The  mean  and  standard  deviation  of  each  wavelet 
 band  was  also  extracted  and  used  to  train  the  model. 
 The  standard  deviation  supplies  information  about 
 how  close  the  features  are  to  the  signal’s  mean  and  is 
 mathematically represented as shown below: 

 (1)  𝑆𝑇𝐷 =    Σ
 𝑖 = 1 
 𝑁    

( 𝑥 
 𝑖 
− µ ) 2 

 𝑁 − 1 

 Where x  i  represents the random variable with a mean 

 signal of μ 
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 Figure 1. A visual depiction of the energy of the EEG 
 signals for each of the 19 independent electrodes for 
 one participant while listening to one of the songs. 
 The intensity of the signal in millivolts is represented 
 by the y-axis and the x-axis represents time (each 
 musical excerpt is 16 seconds long). 

 The entropy of an EEG signal represents the 
 outcome uncertainty measurement and is calculated 
 through the following formula: 

 (2)  𝐻  𝑥 ( ) =    −
 𝑖 = 1 

 𝑛 

∑  𝑃  𝑥 
 𝑖 ( ) 𝑙𝑜𝑔    [ 𝑃  𝑥 

 𝑖 ( )]

 Where x represents the random variable with possible 
 outcomes x  (i=1)  , …, x  n  , which occur with a probability 
 P(x  i  ) 

 The  Hjorth  parameter  of  mobility  is  a  normalized 
 slope  descriptor  that  represents  the  square  root  of  the 
 variance  of  the  first  derivative  of  the  signal  divided 
 by  the  variance  of  the  signal  (Nascimben  et  al., 
 2019).  It  is  otherwise  stated  as  the  proportion  of 
 standard  deviation  to  a  signal’s  power  spectrum  and 
 has  been  noted  to  be  advantageous  to  emotion 
 recognition  (Li  et  al.,  2018).  Results  from  the 
 addition  of  the  Hjorth  parameter  to  the  developed 
 model  significantly  improved  the  model’s  accuracy, 
 as  hypothesized.  This  mobility  parameter  is 
 mathematically represented as shown below: 

 (3)  𝐻 
 𝑚 

 𝑡 ( ) =
 𝑣𝑎𝑟 (  𝑑𝑦 ( 𝑡 )

 𝑑 ( 𝑡 )

 𝑣𝑎𝑟 ( 𝑦  𝑡 ( ))

 H  m  (t) equates to the square root of the variance of  the 
 first derivative of signal y(t) divided by the total 
 variance of signal y(t) 

 Power  frequency  bands  extract  features  by  using 

 frequency  bands  to  compute  the  power  spectrum  of 
 an  EEG  signal  (Al-Fahoum  &  Al-Fraihat  2013).  The 
 five  frequency  wavelet  bands  extracted  the  power  of 
 each  of  the  19  electrodes’  signals,  resulting  in  95 
 features. 

 2.3 Acoustic Features 

 From  each  of  the  360  musical  clips  used  as 
 stimuli,  a  range  of  specific  acoustic  features  was 
 extracted.  These  extracted  features  included  both 
 spectral  and  temporal  types,  ranging  from  describing 
 each  piece’s  key  and  tonal  qualities  to  the  speed.  A 
 total  of  352  musical  features  were  selected.  RFE  was 
 also  used  to  make  sure  the  acoustic  features  were 
 beneficial  to  the  model.  Furthermore,  for  each  of  the 
 eleven  acoustic  feature  types  (except  key  and  bpm), 
 the  kurtosis,  maximum,  mean,  median,  minimum, 
 skewness,  and  standard  deviation  were  also  extracted. 
 The acoustic feature types are described below. 

 Chroma  and  chroma  grams  can  be  described  as 
 the  transformation  of  a  musical  signal’s  pitches 
 (twelve  possible  pitches  in  total)  through  time.  From 
 chroma,  both  the  intensity  and  certain  pitch  are 
 extracted - a total of 84 features. 

 Figure 2. A  chromagram in which the x-axis is 
 represented by time in seconds of a signal while the 
 y-axis represents the pitches. The redder a pitch is at 
 a certain time, the more intense that pitch is. 

 BPM  or  beats  per  minute  provides  the  number  of 
 beats  in  the  signal  per  minute.  A  low  tempo  of  40 
 BPM,  for  example,  is  very  likely  to  indicate  a  slower, 
 solemn  musical  stimulus  while  a  tempo  of  160  BPM 
 is  likely  to  indicate  an  upbeat,  faster-paced  musical 
 piece.  BPM  proved  to  be  an  extremely  important 
 feature  in  determining  the  emotional  responses  to  a 
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 musical selection. 
 Zero-crossing  rate  (ZCR)  can  be  described 

 as  the  rate  at  which  the  signal  of  a  music  stimulus 
 may  change  from  positive  to  negative  or  negative  to 
 positive,  thus  crossing  zero  (zero-crossings)  in  a 
 fixed  amount  of  time;  ZCR  amounted  to  a  total  of 
 seven features. 

 Figure 3. A plotted depiction of ZCR versus samples 
 of one musical clip, in which every time the signal 
 crosses y = 0 (illustrated by the red line), the number 
 of zero-crossings (n) increases by one. 

 Major  and  minor  keys  turned  out  to  be  an 
 extremely  significant  feature  in  determining  the 
 emotional  responses  to  an  audio  signal.  A  major  key 
 versus  a  minor  key  is  determined  by  analyzing  the 
 notes  or  pitches  present  in  a  signal.  It  is  also  widely 
 acknowledged  that  songs  in  major  keys  tend  to  sound 
 bright  and  cheerful  while  songs  in  minor  keys  are 
 more melancholy. 

 MFCC  or  Mel-frequency  cepstral  coefficients  are 
 computed  by  taking  the  logarithm  of  the  Fourier 
 coefficients  of  an  audio  signal  that  has  been 
 converted  to  the  Mel-scale.  MFCCs  ultimately 
 represent  the  timbre  of  the  audio  signal  (Stevens 
 1937;  Garima  &  Barkha  2013).  These  140  features 
 are  also  commonly  used  in  speech  recognition 
 systems as detailed in (Anggraeni et al., 2018). 

 Tonnetz  is  a  feature  that  determines  the  tonal 
 centroids,  or  harmonic  components  of  the  signal 
 when  extracted.  The  spectral  centroid  of  a  musical 
 signal  defines  which  frequency  the  energy  of  a 
 spectrum  is  centered  upon  or  where  the  center  of 
 mass  of  the  spectrum  is  located.  The  spectral  roll-off 
 is  the  frequency  below  which  a  percentage  (normally 
 0.85)  of  the  spectral  energy  of  the  signal  lies  (Jang  et 
 al.,  2008).  The  spectral  contrast  is  the  difference  in 
 level  between  the  crest  and  troughs  of  the  spectrum. 

 The  spectral  flatness  can  determine  how  noisy  a 
 signal  is  in  decibels  (with  1.0  indicating  the  spectrum 
 is  white  noise).  Finally,  the  spectral  bandwidth,  or  the 
 extent  of  the  power  transfer  around  the  center 
 frequency  of  the  audio  signal,  is  extracted  (Theimer 
 et  al.,  2008).  Altogether,  the  spectral  features 
 contribute 77 features to the model. 

 Figure 4. An MFCC spectrum plot in which the 
 x-axis represents the time in seconds of a signal and 
 the y-axis represents the increasing MFCC 
 coefficients of a signal. Similar to the chromagram in 
 Figure 1, the redder the pitch is at a certain time, the 
 more intense that coefficient is. 

 2.4 Training the Model 

 A  total  of  637  extracted  features  (285  EEG 
 features  and  352  acoustic  features)  were  used  to  train 
 a  Lasso-regularized  linear  regression  model  (with  an 
 alpha  parameter  set  to  10)  to  predict  the  participants’ 
 emotional  responses  to  music  in  terms  of  the  PCs.  To 
 best  fit  the  data  and  generate  accurate  predictions,  a 
 multi-task,  cross-validated,  Lasso  regression  model 
 with  five  folds  was  used.  In  each  of  the  five  folds,  the 
 features  were  split  into  a  training  and  testing  set. 
 Combinations  of  the  training  set  features  were  then 
 related  to  the  PCs  to  create  a  linear  regression  model 
 that  would  fit  the  emotional  responses  of  the 
 participants as noted by their recorded PCs. 

 After  being  trained  on  the  said  training  set,  the 
 model  attempted  to  predict  the  participant  response 
 PCs  from  the  previously  unseen  features  in  the 
 testing  set.  By  identifying  how  close  the  model’s 
 predicted  response  PCs  are  to  the  participants’  actual, 
 recorded  PCs  for  each  data  point  in  the  testing  set  of 
 each  cross-fold,  the  model’s  performance  and 
 statistical can be determined. 
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 2.5 Recursive Feature Elimination (RFE) 

 As  first  utilized  for  gene  selection,  RFE  is  an 
 effective  method  that  determines  the  importance  of 
 features.  The  RFE  algorithm  was  trained  on  the 
 whole  set  of  features  initially  (637  features:  285  from 
 the  EEG  and  352  from  the  music).  The  algorithm 
 could  then  determine  the  importance  of  each  feature 
 to  the  correlation  model  by  assigning  weights  and 
 eliminating  the  lowest-ranking  features  (Li  et  al., 
 2018).  This  process  occurred  recursively  for  several 
 rounds  until  all  the  features  had  been  selected.  Using 
 an  RFECV  (cross-validation)  selector,  the  17  feature 
 types  (comprising  the  637  features)  were  ranked  to 
 determine  which  features  were  most  beneficial  to 
 obtain  the  regression  model’s  correlation.  RFE  was 
 also  used  to  determine  that  the  features  would  only 
 improve the model’s prediction accuracy. 

 3.  Results 

 3.1 Correlation Analysis 

 The  model’s  prediction  performance  is  first 
 evaluated  on  the  EEG  and  acoustic  features 
 separately  and  then  combined.  These  feature  subsets 
 are  then  used  to  evaluate  the  response  PCs 
 individually.  For  each  PC,  the  mean  correlation  (r), 
 between  the  actual  recorded  PC  and  the  predicted  PC 
 is  calculated.  The  results  of  these  correlations  are 
 displayed  in  Table  1.  Given  the  noise  and 
 non-stationarity  of  the  EEG  data  (Hassani  &  Karami 
 2015)  and  the  75%  variance  of  the  participant’s 
 emotional  responses  (Daly  et  al.,  2015),  training  the 
 model  on  each  feature  subset  resulted  in  a  predicted 
 response  PC  of  high  correlation  (p<0.001).  As 
 displayed  in  Table  1,  the  model’s  correlation  was 
 highest  when  both  the  EE  G  and  acoustic  features  are 
 combined. 

 The  results  of  this  correlation  are  unparalleled  to 
 previous  works  dealing  with  predicting 
 music-induced  emotions  and  EEG.  For  example,  our 
 r-values  are  almost  370%  better  than  a  comparable 
 study by Daly et al., (2015). 

 3.2 RFE Analysis 

 The  RFE  selector’s  ranking  of  the  637  features 
 determined  which  of  the  music  and  EEG  feature 
 types  were  the  most  important  to  the  regression 
 model.  For  the  acoustic  features,  the  key  and  tempo 
 of  the  song  performed  best  for  the  model.  Similarly, 
 the  Hjorth  parameter  of  mobility  was  the  most  vital 
 EEG  feature  for  training  the  model.  Additional 
 rankings are summarized below in Table 2. 

 Table  1.  T  he  mean  correlation  performance  of  the 
 regression  model  at  predicting  the  response  PC  from 
 both  acoustic  and  EEG  features,  acoustic  features 
 alone,  and  EEG  features  alone.  All  results  are  highly 
 statistically  significant  (p<0.001),  but  the  model 
 performs  notably  well  when  trained  on  both  acoustic 
 and EEG features. 

 Response PCs 
 Mean correlation (r) 

 Both  Acoustic  EEG 

 PC1 (Valence-arousal) 
 PC2 (Tension-arousal) 
 PC3 (Energy-arousal) 

 0.774 
 0.791 
 0.798 

 0.474 
 0.362 
 0.435 

 0.355 
 0.381 
 0.494 

 Table 2. A ranking of the acoustic and EEG features. 
 The acoust  ic features were ranked in the selector 
 from 1 to 352. The mean feature score of each of the 
 11 acoustic feature types is notated by μ, in which the 
 lower the μ value, the more important the feature type 
 was to the regression model. Similarly, the EEG 
 features were ranked in the selector from 1 to 285. 
 For the EEG, μ’ denotes the mean feature score of 
 each of the 6 EEG feature types. 
 ACOUSTIC FEATURES  EEG FEATURES 
 Major/Minor Key (𝜇=1.00)  Hjorth Mobility (𝜇’=10.00) 

 BPM/Tempo (𝜇=2.00)  Energy (𝜇’=76.50) 

 Chroma (𝜇=43.48)  Standard Deviation (𝜇’=143.00) 

 Spectral Centroid (  𝜇=89.00)  Mean (  𝜇’=162.00) 

 Spectral Rolloff (  𝜇=124.71)  Entropy (  𝜇’=181.00) 

 MFCC (  𝜇=171.50)  Power Spectrum (  𝜇’=238.00) 

 Spectral Flatness (  𝜇=174.29) 

 Spectral Bandwidth (  𝜇=250.00) 

 Spectral Contrast (  𝜇=284.18) 

 ZCR (  𝜇=307.00) 

 Tonnetz (  𝜇=331.50) 
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 3.3 Demographic Analysis 

 Because  the  subjects  of  this  study  had  a  variety  of 
 age  and  gender  differences  and  age  and  gender  have 
 been  noted  to  convey  differences  in  affective 
 responses  to  emotions  conveyed  by  music  (Vieillard 
 &  Gilet  2013;  Hunter  et  al.,  2011),  we  tested  if 
 participant  gender  and  age  affected  our  model’s 
 results.  Therefore,  predictions  were  calculated  on  an 
 individual,  per-participant  level.  Correlations 
 between  participant  gender  and  ages  and  the 
 predictions were then noted. 

 T-tests  proved  that  the  model’s  ability  to  predict 
 emotional  responses  was  not  influenced  by  gender  or 
 age (p=0.413 and p=0.278 respectively). 

 The  strength  of  the  subjects’  emotional  responses 
 to  the  music  as  taken  from  the  Likert-scale  was  also 
 tracked.  On  a  scale  from  0  to  4,  with  4  being  an 
 extremely  strong  emotional  response  and  0  being  a 
 very  weak  emotional  response,  analyses  found  that 
 female  participants  had  an  average  emotional 
 response  strength  of  2.48  while  males’  strengths  were 
 1.99.  This  difference  indicates  that  the  female 
 participants  were  24.2%  more  emotionally  expressive 
 towards  the  music  than  the  males  (p<0.001). 
 However,  in  comparing  the  emotional  response 
 strengths  for  ages  18-66,  no  statistically  significant 
 differences were found (p=0.250). 

 3.4 Pop Songs (Acoustic Test) For Valence 

 The  need  for  predicting  music-induced  emotions 
 at  an  individual  level  is  vital  to  music  therapy  and 
 prescribing  people  music  to  improve  mood  and 
 mental  health.  Because  this  model  achieved  such  a 
 relatively  high  correlation  between  the  predicted 
 emotions  and  actual  responses,  we  tested  if  the  model 
 could  benefit  music  therapy  by  predicting  which 
 songs  would  elicit  the  most  positive  emotional 
 response  in  the  participants.  Although  the 
 combination  of  EEG  and  acoustic  features  performed 
 the  best,  the  acoustic  features  alone  yielded  a 
 relatively  high  correlation  in  comparison  to  previous 
 research  (Daly  et  al.,  2015;  Song  &  Dixon  2015). 
 Thus,  the  acoustic  features  were  tested  to  see  if  they 
 could  be  used  to  predict  responses  to  pieces  of  music 
 not previously listened to by the participants. 

 As  stated  in  2.1,  the  first  PC,  valence,  describes  a 
 musical  stimuli’s  positiveness  (McConnell  &  Shore 
 2010).  For  example,  music  with  higher  valence 
 induces  more  happy  emotions  than  clips  with  low 
 valence. 

 Given  that  most  people  listen  to  pop  music  over 
 classical  music  and  because  music  therapy  most 
 likely  requires  music  longer  than  15  seconds,  the 
 model  was  tested  on  a  random  set  of  longer, 
 three-minute  pop  songs,  as  opposed  to  the  original, 
 short  classical  music  excerpts.  The  model  was  trained 
 on  the  acoustic  features  extracted  from  the  classical 
 music  in  2.3  and  tested  on  the  held-out,  acoustic 
 features  extracted  from  the  pop  songs.  The  model 
 was  then  isolated  for  valence  and  ordered  the  songs 
 from  largest  to  smallest  valence,  thus  indicating 
 which  songs  would  elicit  the  most  cheerful  emotional 
 responses in the 31 participants of this study. 

 The  model’s  performance  in  predicting 
 participant’s  valence  responses  to  pop  songs  they’ve 
 never  heard,  based  on  their  emotional  re  sponses  to 
 short classical music clips is summed up in Table 3. 

 Table  3.  The  model  was  trained  on  acoustic  features 
 extracted  from  short  classical  music  clips  and  ordered 
 a  random  selection  of  10  pop  s  ongs  from  highest  to 
 lowest.  As  valence  rating  increases,  the  song’s  level 
 of induced-happiness increases. 
 Song Name  Artist  Valence Rating  Valence Order 
 Dancing Queen  ABBA  1.000  High Valence 
 Jump  Van Halen  0.985 
 Stayin’ Alive  Bee Gees  0.973 
 Good Life  OneRepublic  0.965 
 Happy  Pharrell Williams  0.745 
 Uptown Girl  Billy Joel  0.606 
 Yesterday  Beatles  0.580 
 Say Something  A Great Big World  0.054 
 Unchained Melody  Righteous Brothers  0.003 
 Tears in Heaven  Eric Calpton  0.000  Lower Valence 

 4.  Discussion 

 In  this  section,  observed  results  and  data  should 
 be  interpreted  concisely.  In  addition,  the  authors  need 
 to  explain  the  significance  of  the  research  findings 
 and  revisit  the  hypothesis  described  in  the 
 introduction. 

 Although  music  therapy  is  an  effective  treatment 
 for  poor  mental  health  disorders  and  depression 
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 (Maratos  et  al.,  2008),  it  does  not  currently  employ  a 
 systematic  method  to  predict  emotional  responses  to 
 music  on  an  individual  level.  Predicting  human 
 emotional  responses  to  music  at  high  accuracy  is  a 
 challenging  problem  because  factors  such  as  a 
 person’s  age,  gender,  mood,  and  memories  may 
 affect  how  people  emotionally  respond  to  music. 
 This  challenge  is  heightened  by  combining  the 
 acoustic  features  of  the  music  with  the 
 non-stationariness and noisiness of EEG. 

 Results  from  this  study  show  that  by  combining 
 EEG-derived  features  with  acoustic  features, 
 emotional  responses  to  music  can  be  predicted  at  a 
 significantly  higher  accuracy.  This  suggests  that 
 emotional  responses  to  music  are  not  just  based  on 
 the  musical  properties  of  the  music,  but  also  the 
 listener’s idiosyncrasies and internal processes. 

 By  training  a  regression  model  with  the  most 
 performing  EEG  and  acoustic  features, 
 music-induced  emotions  can  be  predicted  at  a  higher 
 accuracy  than  previously  reported.  For  example,  this 
 experiments’  outcomes  were  compared  to  Daly  et  al. 
 (2015),  which  used  the  same  dataset.  By  processing 
 the  EEG  and  audio  differently  and  extracting  unique 
 and  performing  features  only,  our  model  achieved 
 much  better  correlations.  For  example,  for 
 valence-arousal,  they  achieved  a  correlation  of  24.3% 
 ±  0.5%,  while  we  achieved  a  correlation  of  77.4%. 
 They  achieved  a  mean  correlation  of  15.8%  ±  0.6% 
 for  energy-arousal,  while  our  model  reached  a 
 correlation  of  79.1%.  Finally,  for  tension-arousal, 
 while  they  only  achieved  an  accuracy  of  10.2%  ± 
 0.5%,  we  met  a  mean  correlation  of  79.8%.  This 
 represents  a  370%  increase  in  accuracy  over  Daly  et 
 al. (2015). 

 Other  researchers  have  analyzed  emotions  elicited 
 via  the  DEAP  dataset,  using  EEG  to  predict  music 
 video-induced  emotions  (Nascimben  et  al.,  2019; 
 Kumar  et  al.,  2016).  However,  these  experiments 
 extracted  features  solely  from  the  EEG  data  and  used 
 music  videos  as  opposed  to  just  music  as  stimuli. 
 Ultimately,  Nascimben  et  al.,  (2019)  achieved  a 
 cross-validation  accuracy  of  65.4%.  Additionally, 
 (Kumar  et  al.,  2016)  used  a  single  cross-validation 
 run  to  achieve  accuracies  of  57.6%  for 
 valence-arousal  and  62.0%  for  arousal.,  Our  model  is 
 32% more accurate. 

 Age  and  gender  differences  have  been  noted  to 
 affect  emotional  responses  to  music  (for  example, 
 Vieillard  &  Gilet  (2013)  and  Hunter  et  al.,  (2011)). 
 While  there  were  no  differences  in  emotional 
 responses  across  age,  emotional  responses  across 
 gender  varied  heavily,  thus  supporting  Hunter  et  al., 
 (2011).  The  strength  of  female  responses  to  music 
 was  24.2%  more  intense  than  those  of  males.  This 
 indicates  that  females  are  more  emotionally 
 expressive  to  music  than  men.  That  being  said,  our 
 model’s  prediction  accuracy  for  music-induced 
 emotions was still consistent across gender and age. 

 Results  from  testing  our  model  on  a  variety  of 
 pop  songs  show  that  this  model  can  successfully  be 
 used  in  a  clinical  setting  to  improve  music  therapy 
 techniques.  For  example,  by  giving  people  small 
 selections  of  songs  and  recording  their  emotional 
 responses  to  the  clips  on  eight  axes,  our  model  can 
 prescribe  them  a  list  of  songs  targeting  specific 
 emotions,  e.g.  happiness.  Ideally,  these  treatments 
 would  also  use  patients’  EEG  as  a  parameter,  but 
 given  that  EEG  may  be  expensive  and  infeasible,  it  is 
 not necessary (as demonstrated in 3.4). 

 Ultimately,  the  model  created  in  this  experiment 
 can  predict  emotional  responses  to  music  on  an 
 individual  level  at  significantly  higher  correlations 
 than  previously  recorded.  Our  model  has  the 
 potential  to  work  as  a  music  system  to  prescribe 
 songs  to  patients  to  induce  happier  and  more  pleasant 
 emotional  states  and  advance  music  therapy  as  a 
 treatment  for  mental  health  disorders  and  the 
 emerging  field  of  brain-computer  music  interfaces. 
 Future  work  will  strive  to  use  these  findings  to  create 
 machine-generated  music  with  acoustic  properties 
 that induce certain emotional states. 
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 Abstract 

 For  decades,  invasive  species  have  continued  to  enter  our  environment,  causing  multiple  issues.  In  order  to 
 effectively  prevent  these  effects  from  getting  worse,  a  closer  look  needs  to  be  taken  at  both  the  economic  and 
 environmental  issues  caused  by  invasive  species.  This  paper  aims  to  bring  awareness  to  the  public  and  to 
 policymakers  of  the  harmful  impacts  that  invasive  species  have  on  our  planet.  With  specific  research  on  the  chosen 
 species  of  iguanas  (  Iguana  iguana  )  in  South  Florida,  this  project  highlights  the  damage  iguanas  are  doing  not  only  to 
 the  environment  and  economy,  but  also  to  the  infrastructure.  Recent  research  and  experimentation  have  brought  to 
 light  the  issues  that  iguanas  cause  by  eating  away  at  the  surrounding  areas  of  foundations  of  different  buildings, 
 roads,  and  bridges,  which  causes  them  to  become  less  structurally  safe.  There  have  been  some  advances  in  the  right 
 direction  with  newly  proposed  regarding  infrastructure.  However  it  is  still  a  long  way  from  directly  targeting  the 
 problem.  This  review  paper  calls  attention  to  these  issues  currently  faced  as  the  threat  of  these  invasive  species  is 
 expected to continue. 

 Keywords:  Invasive  species,  Florida  iguanas,  infrastructure,  Iguana  iguana,  climate  change,  regulations,  invasion 
 mitigation 

 1.  Introduction 

 An  invasive  species  is  an  organism  that  is  not 
 native  to  a  specific  area  or  ecosystem  (National 
 Wildlife  Federation,  “Invasive  Species”,  n.d.).  In  the 
 United  States  alone,  there  are  approximately  4,300 
 invasive  species  (U.S.  Fish  and  Wildlife  Service, 
 2012).  Invasive  species  are  usually  taken  from  their 
 natural  habitat,  where  their  abundance  is  relatively 
 controlled,  and  brought  to  an  ecosystem  that  is 
 vulnerable  to  their  life  history  strategies  and  usually 
 does  not  have  their  natural  predators.  This  off-sets  the 
 predator-prey  relationships  in  the  food  chain 

 (National  Geographic,  2012).  Vertebrata  invasive 
 species  can  cause  severe  negative  impacts  on  their 
 new  environment  because  they  can  prey  on  native 
 species  and  compete  for  food  or  other  resources, 
 which  can  lead  to  food  and  space  competition 
 between  different  organisms.  These  invasive  species 
 can  even  carry  disease  to  these  environments,  which 
 pose  a  threat  to  the  native  ecosystems  (Ricciardi, 
 2013).  Furthermore,  invasive  species  are  usually 
 considered  r-selected  species,  meaning  that  they  have 
 high  reproduction  rates  and  can  adapt  easily  to  new 
 environments.  These  distinctive  characteristics  make 
 them  extremely  dangerous  as  they  can  influence  and 
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 harm  almost  all  environments  they  are  introduced 
 into (Ricciardi, 2013). 

 An  invasive  species  is  usually  introduced  into  a 
 new  ecosystem  due  to  accidental  releases,  people 
 housing  them  as  pets,  and  on  shipping  containers 
 from  around  the  world.  This  paper  specifically 
 focuses  on  the  iguana  (  Iguana  iguana  )  in  South 
 Florida  (National  Geographic,  2012).  Iguanas  are 
 invasive  in  South  Florida  and  pose  a  threat  to  the 
 environment  (Fig.1).  They  were  originally  brought 
 over  to  the  US  as  pets,  yet  were  released  due  to  the 
 difficulty  of  caring  for  them.  Iguanas  are  known  to 
 dig  up  areas  around  the  foundations  and  supporting 
 structures  of  seawalls,  bridges  and  buildings  in  order 
 to  lay  their  eggs.  This  further  affects  Florida's 
 infrastructure  and  ecosystems  as  it  could  reduce  the 
 effectiveness  of  systems  that  prevent  flooding  such  as 
 embankments  and  seawalls  (Table  1).  The  purpose  of 
 this  review  paper  is  to  provide  insight  into  the 
 struggles  of  mitigating  the  iguana  invasion  in  South 

 Florida. 

 Figure  1.  Photos  of  the  Florida  green  iguana  (  Iguana 
 iguana  )  taken  in  June  and  July  of  2021.  A)  A  single 
 iguana  in  a  garden  in  Hollywood,  FL.  B)  A  different 
 individual  iguana  climbing  on  a  fence  in  Hollywood, 
 FL.  C)  Multiple  iguanas  on  a  waterfront  deck  in  El 
 Portal, FL. 

 Table  1.  Data  of  the  damages  caused  by  iguanas  in  Southern  Florida.  Damages  were  categorized  by  type  of  location, 
 such as dams and power line shortages. 

 Type of Location 
 Number of 

 Reported Cases 
 Cost  Year(s)  Location(s)  Reference 

 Floodgate/dam  1  $1,800,000  2020  West Palm Beach, FL  (Childs, 2020) 
 Power Lines  1  $40,000  2018  Lauderdale Lakes, FL  (Childs, 2020) 

 1.1 Florida Iguana Invasion 

 The  iguana  is  native  to  Central  America,  South 
 America,  and  the  Caribbean  islands.  This 
 cold-blooded  species  prefers  to  live  in  tropical 
 climates  and  is  herbivorous,  consuming  leaves, 
 flowers,  and  fruit  (National  Geographic,  2012). 
 Iguanas  have  no  natural  predators  in  South  Florida, 
 can  grow  up  to  1.8m  in  length,  and  can  weigh  over 
 6.8kg  (Florida  Fish  and  Wildlife  Conservation 
 Commission,  FWC,  2021).  Their  preferred  habitat  is 
 near  the  water  as  they  are  strong  swimmers.  Iguanas 
 were  brought  to  the  United  States  as  pets,  yet  have 
 mainly  been  released  due  to  the  difficulty  of  caring 
 for  them  during  hurricanes  and  other  natural  disasters 
 (FWC, 2021  )  . 

 Iguanas  have  species-specific  needs  in  order  to 
 survive.  They  can  live  anywhere  from  12-20  years 
 and  prefer  to  live  in  extremely  warm  and  humid 

 climates  (National  Geographic,  2012).  When 
 temperatures  reach  below  10°C,  iguanas  go  into  a 
 hibernation  state  in  which  they  become  limp  and 
 immobile.  This  can  be  dangerous  as  one  may  believe 
 that  the  iguana  is  dead,  yet  they  are  just  relatively 
 frozen  so  once  the  weather  warms  up,  they  defrost 
 and  continue  with  their  lives  (Townsend,  et  al.,  2003). 
 Iguanas  also  show  their  agility  and  speed  as  they  can 
 run  up  to  33.8km/h.  Additionally,  iguanas  lay  their 
 eggs  from  0.6-1.8m  underground  and  can  lay  up  to  40 
 eggs  at  a  time  (Townsend,  et  al.,  2003).  Iguana  eggs 
 are  not  exposed  to  many  predators  because  they  are 
 underground,  however  occasionally  some  eggs  that 
 do  not  hatch  end  up  being  consumed  by  raccoons  and 
 snakes. 

 Iguanas  are  invasive  in  South  Florida  and  are 
 increasingly  becoming  more  dangerous  to  the 
 environment.  Primarily,  iguanas  pose  a  threat  to  the 
 native  wildlife  because  they  destroy  native  crops  and 
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 plants,  which  can  cause  a  bottom-up  effect  in  the 
 food  chain  (Townsend,  et  al.,  2003).  This  increases 
 the  competition  for  food  and  resources  between 
 iguanas  and  other  species  in  the  environment,  which 
 can  ultimately  lead  to  a  lack  of  overall  food. 
 Likewise,  the  iguana  has  recently  been  observed 
 feeding  on  flowering  plants  that  are  essential  to 
 butterfly  survival,  specifically  the  Miami  Blue 
 Butterfly  (  Cyclargus  thomasi  bethunbakeri  ; 
 Bakkalapulo,  2018).  These  butterflies  have  faced 
 critical  endangerment  due  to  iguanas  in  2018  and 
 needed  human  intervention  in  order  to  be 
 reintroduced  in  their  native  habitat  (Bakkalapulo, 
 2018).  It  is  still  likely  that  these  butterflies  could 
 become  critically  endangered  again,  as  the  increase  in 
 the iguana population poses a great threat. 

 Due  to  the  iguana’s  preference  to  burrow  near 
 water  and  underground,  iguanas  pose  huge  threats  to 
 the  infrastructure  of  South  Florida.  They  are  known 
 to  dig  in  areas  around  the  foundations  and  supporting 
 structures  of  docks,  bridges,  and  buildings  to  lay  their 
 eggs.  This  could  reduce  the  effectiveness  of  systems 
 installed  that  prevent  and  control  flooding,  such  as 
 levees  and  dams  (Table  1,  Smith,  et  al.,  2008).  As 
 seen  in  Figure  2,  the  burrowing  of  the  iguanas  near 
 the  over-water  patio  could  cause  significant  structural 
 issues  and  become  unsafe  to  use.  Some  of  the  damage 
 that  these  iguanas  are  causing  includes  increasing  the 
 number  of  people  displaced  from  their  homes  as  well 
 as  increasing  the  threat  of  flooding  in  an  already 
 flood-prone  region  (Chakraborty,  et  al.,  2014).  This 
 invasive  species  is  harming  the  environment  for  the 
 local  wildlife  as  well  as  humans,  and  regulations  have 
 been  implemented  to  help  combat  the  effects  of  their 
 damage. 

 2.  Methods 

 For  this  review  paper,  articles  from  the  past  15 
 years  were  identified  after  using  Google  Scholar  as  a 
 search  engine.  The  following  keywords  were  used 
 either  separately  or  in  combinations  to  determine 
 relevant  articles  for  this  review  paper:  infrastructure, 
 invasive  species,  iguana,  florida  iguana  invasion, 
 regulation,  iguana  removal,  infrastructure  bill,  Iguana 
 iguana  ,  climate  change,  invasion  mitigation.  Using 
 these  keywords,  the  non-peer-reviewed  articles  were 

 also  found  by  using  the  Google  search  engine.  This 
 project  focused  on  invasive  animal  species  in  South 
 Florida,  26.3014°  N,  80.6327°  W  (Fig.  3). 
 Additionally,  the  pictures  in  this  review  paper  of 
 iguanas  and  the  damage  they  have  caused  were  taken 
 by  the  author  in  El  Portal,  FL,  at  a  lake-side  house 
 and in Hollywood, FL in a home-garden. 

 Figure  2.  Photograph  of  burrowing  damage,  shown  in 
 blue  circles,  done  by  invasive  green  iguanas  (  Iguana 
 iguana)  to  lay  their  eggs  near  a  waterfront  home  in  El 
 Portal, FL, 2021. 

 Figure 3. A map sourced from the Early Detection & 
 Distribution Mapping System (2021) of South 
 Florida and the recent green iguana (  Iguana iguana) 
 populations that have been recorded thus far during 
 2021. 
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 3.  Results 

 3.1 Regulation 

 While  iguanas  continue  to  harm  our  ecosystems 
 and  infrastructure,  there  have  been  some 
 developments  in  regards  to  the  removal  of  this 
 species.  For  example,  in  South  Florida,  iguanas  are 
 protected  solely  by  animal  anti-cruelty  laws.  These 
 laws  are  in  contradiction  with  the  recommendations 
 of  the  FWC  who  urge  landowners  to  remove  iguanas 
 from their private property. 

 Removing  iguanas  while  remaining  compliant 
 with  exhaustive  anti-cruelty  regulation  can  prove  to 
 be  difficult.  For  instance,  to  “humanely”  kill  using  a 
 pellet  gun,  the  iguana  must  be  killed  using  a  single 
 shot  to  the  head  (Bryan,  2018).  However,  many  cities 
 do  not  allow  these  guns  to  be  fired  on  private 
 property  (Bryan,  2018).  Another  problematic  removal 
 method  is  decapitation.  This  involves  hunting  down 
 the  iguana  and  swiftly  using  a  shovel  to  behead  the 
 reptile,  which  is  known  to  have  impressive  agility 
 and  speed  (National  Geographic,  2012).  If  more  than 
 one  swing  is  taken  at  an  iguana,  it  is  considered 
 animal  cruelty  and  there  could  be  a  fine  of  up  to 
 $5,000  (Bryan,  2018).  Lastly,  captured  iguanas  must 
 be  handed  over  to  pest  and  critter  control  for 
 eradication  and  control  purposes,  yet  a  permit  is 
 required  to  possess  live-captured  iguanas,  which  are 
 difficult  to  obtain  (Bryan,  2018).  These  strict 
 regulations  on  controlling  the  iguanas  continuously 
 prove  to  be  burdensome  as  these  animals  are  posing 
 threats  to  not  only  the  environment  but  also  to  the 
 economy. 

 Environmental Limitations 
 In  addition  to  the  strict  regulations  for  killing 

 iguanas,  there  are  also  lengthy  limitations  that  differ 
 among  cities  in  Florida  on  the  proper  removal  of  the 
 deceased  animal.  For  instance,  once  an  iguana  is 
 humanely  killed,  it  is  prohibited  to  dispose  of  the 
 iguana's  body  in  a  road  or  waterway  (Geggis,  2018). 
 Depending  on  different  cities,  it  may  also  be  illegal  to 
 put  the  animal  remains  in  the  trash.  In  the  city  of 
 Hallandale  Beach,  in  order  to  remove  a  deceased 
 iguana,  homeowners  must  contact  a  private  pick-up 
 service  (Bryan,  2018).  For  example,  in  the  city  of 

 Davie,  dead  animals  including  iguanas  can  be  placed 
 in  the  trash,  however,  in  the  city  of  Hollywood,  the 
 city  considers  iguanas  to  be  “domestic  animals”  and 
 does  not  let  homeowners  put  them  into  the  trash 
 (Bryan,  2018).  This  leaves  three  additional  options  in 
 all  cities,  the  burial  of  the  animal  at  least  1m 
 underground,  cremation  at  a  pet  cemetery  (for  a  fee), 
 or  hiring  a  local  critter  removal  company  to  discard 
 the carcass (for a fee; Bryan, 2018). 

 Economic Limitations 
 Despite  the  issues  faced  by  city  regulations 

 regarding  iguana  removal,  another  pressing  concern 
 involves  the  United  States  economy.  With  the  U.S. 
 facing  hardships  in  the  maintenance  of  regulations 
 and  the  funding  for  infrastructure  (Nallathiga,  2013), 
 combined  with  these  rapidly  burrowing  iguanas 
 (FWC,  2021),  the  expediting  of  many  more 
 infrastructural  issues  will  be  encountered  in  the  years 
 to  come.  As  current  infrastructure  is  mainly  outdated 
 and  maintenance  costs  are  on  the  rise  (Nallathiga, 
 2013),  civil  engineers  are  advocating  for  change  due 
 to  the  rise  in  safety  concerns.  These  concerns  include 
 structural  corrosion  and  failure  that  affects  drinking 
 water  provided  to  the  public  (Council  on  Foreign 
 Relations,  CFR  2021),  which  poses  a  risk  to  the 
 public’s  health  (CFR,  2021).  This  can  cause  major 
 issues  for  not  only  the  health  of  the  public  but  also 
 can  cause  structural  failure  to  important  and 
 frequently  used  public  highways,  bridges,  and 
 buildings.  Both  permanent  or  temporary  closures  of 
 these  resources  for  maintenance  or  conservation 
 would  create  complications  with  transportation  and 
 traffic  control  (CFR,  2021).  Attempts  are  currently 
 being  made  to  help  combat  the  need  for  federal  aid  to 
 help  maintain  infrastructure,  such  as  President 
 Biden’s  American  Jobs  Plan  (FACT  SHEET:  The 
 American  Jobs  Plan,  2021),  however  it  lacks  the 
 focus  on  targeting  invasive  species  and  their  effect  on 
 the environment. 

 Regardless,  President  Biden  has  proposed  $600 
 billion  in  funding  to  improve  the  infrastructure  of 
 airports,  bridges,  highways,  roads,  and  even  water 
 systems  (FACT  SHEET:  The  American  Jobs  Plan, 
 2021).  The  American  Jobs  Plan  mainly  targets  the 
 working  class  as  the  major  idea  is  to  create  more  jobs 
 in  America.  This  would  greatly  help  the  issue 

 51 



 J. Res. HS  Vol. 2022 (1) 48 - 54 

 currently  faced  with  the  deterioration  of  infrastructure 
 due  to  invasive  species.  Yet  the  inconsistencies  in  this 
 plan  begin  when  the  majority  of  this  allocated  money 
 will  go  towards  training  workers,  manufacturing 
 facilities,  and  research  (FACT  SHEET:  The 
 American  Jobs  Plan,  2021).  This  plan  predominantly 
 illustrates  how  funding  will  be  used  to  create  jobs 
 which  will  hopefully  help  fix  the  problems  with  our 
 infrastructure.  Although  this  shows  the  great  potential 
 of  the  plan  as  a  step  in  the  right  direction,  it  is  not 
 enough  to  target  the  specific  issues  of  eliminating  the 
 threat  of  invasive  species.  As  of  August  10,  2021, 
 part  of  this  infrastructure  bill  has  passed  through  the 
 senate,  yet  there  is  no  guarantee  that  it  will  help 
 target  these  specific  issues  regarding  invasive 
 species. 

 4.  Discussion 

 With  the  extensive  regulations  on  iguana  removal, 
 there  are  a  few  solutions  that  have  yet  to  be  proposed. 
 For  example,  using  a  fast-acting  poison  that  only 
 affects  iguanas  in  areas  that  are  being  targeted  could 
 easily  help  decrease  population  and  growth.  An 
 example  of  this  can  be  found  in  Antarctica,  where 
 invasive  rodents  were  eradicated.  To  accomplish  this, 
 scientists  created  a  rodenticide  bait  containing 
 brodifacoum  to  help  remove  the  species  (Springer, 
 2016).  An  unintended  consequence  of  this  solution,  if 
 used  in  Florida,  could  be  the  poison  entering  the 
 water  supply,  which  might  pose  a  risk  to  human 
 health.  A  commonly  proposed  solution  is 
 human-introduced  species.  Human-introduced 
 species  can  specifically  target  a  category  of  animals, 
 such  as  the  iguana,  yet  once  the  iguana  population 
 becomes  diminished,  this  newly  introduced  animal  or 
 plant  could  become  harmful  for  other  species  as  well. 
 For  example,  one  of  the  only  animals  that  are 
 predators  to  iguanas  are  eastern  racer  snakes 
 (Coluber  constrictor)  ,  which  are  endemic  to  South 
 Florida  (Oxley,  2018).  This  poses  an  issue  not  only 
 because  they  are  extremely  dangerous  animals,  but 
 iguanas  and  racer  snakes  live  in  two  completely 
 different  environments  (Oxley,  2018).  This  would 
 make  it  hard  for  the  snakes  to  target  all  iguanas,  as 
 the  iguanas  live  not  only  in  parks  and  rural  areas,  but 
 in  residential  areas  as  well,  where  the  snakes  cannot 

 thrive.  This  technique  has  been  used  on  several 
 islands  where  there  were  feral  cats  which  were 
 responsible  for  playing  a  big  part  in  the 
 disappearance  of  many  native  and  global  species.  By 
 human-introduction  of  rats  into  the  area,  the  cats 
 became  more  likely  to  target  rat  species  rather  than 
 native  plants  or  animals  (Nogales,  et  al.,  2004).  These 
 rats  were  also  poisoned,  which  killed  the  cats  after 
 they consumed the rats (Nogales, et al., 2004). 

 Other  than  proposed  environmental  solutions, 
 there  are  also  economic  propositions  that  could  fight 
 the  negative  effects  of  iguanas.  As  discussed  earlier 
 in  this  paper,  attempts  are  being  made  to  help 
 increase  funding  for  infrastructure  maintenance  and 
 projects  (Nallathiga,  2013).  However,  in  order  to 
 directly  tackle  the  issues  that  infrastructure  and  the 
 environment  face,  policymakers  need  to  change  their 
 focus  to  include  adding  new  job  categories  that  focus 
 more  on  invasive  species  and  their  effects  on  the 
 environment.  This  would  greatly  help  when 
 proposing  new  budgets  and  legislation  for  the 
 maintenance  and  protection  of  infrastructure  as  it 
 would  include  a  section  dealing  with  invasive 
 species. 

 Future  studies  should  include  focusing  on  how 
 climate  change  could  affect  the  range  of  the  iguanas. 
 Currently  they  have  a  lower  temperature  tolerance  of 
 7°C,  restricting  them  to  South  Florida  (National 
 Geographic,  2012).  An  increase  in  local  and  global 
 temperatures  (Zaval  et  al.,  2014)  could  increase  their 
 range  across  Florida  and  nearby  states.  This  change 
 in  distribution  could  cause  more  widespread 
 environmental and economical issues in new areas. 

 5.  Conclusion 

 The  rapid  damage  of  iguanas  in  South  Florida 
 continues  to  deteriorate  and  affect  infrastructure 
 security  and  wildlife  conservation.  Mitigation  of 
 these  invasive  iguanas  will  bring  massive 
 improvements  in  the  environment.  Full  removal  of 
 the  species  will  make  sure  that  burrowing,  which 
 affects  structural  components  of  infrastructure,  is 
 reduced,  yet  it  will  not  be  able  to  fix  the  current 
 damage.  The  downside  to  not  changing  anything 
 about  the  problems  created  by  invasive  species  is  that 
 they  will  continue  to  harm  the  ecosystems  in  which 
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 they  live.  This  could  also  potentially  force  already 
 problematic  structural  issues  to  become  even  more 
 dangerous  and  hazardous  to  humans  as  well  as 
 wildlife.  Differences  in  regulations  across  three 
 different  South  Florida  cities  make  killing  and 
 disposal  of  iguanas  a  lengthy  and  tiresome  process. 
 These  added  barriers  make  it  complicated  for 
 residents  to  adhere  to  the  calls  of  the  FWC  to 
 eliminate  the  iguana  population.  With  current 
 proposed  bills  for  infrastructure  development,  it 
 seems  as  if  there  have  been  advances  but  it  is  not 
 directly  targeting  problems  that  invasive  species 
 generate.  To  reduce  this  problem,  new  job  categories 
 should  be  introduced  to  specifically  study  the  issues 
 that  invasive  species  cause.  With  this  newly 
 introduced  job  category  and  its  research,  when  bills 
 are  drafted,  policymakers  will  have  more  background 
 on  the  source  of  many  infrastructure  problems.  As 
 recent  invasive  iguana  populations  are  on  the  rise, 
 threats  to  the  environment  and  the  economy  will 
 grow.  An  increase  in  resources  for  invasive  species 
 damage  mitigation  will  result  in  a  reduced  inverse 
 effect  on  the  environment  all  while  increasing  public 
 awareness. 
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 Abstract 

 This  article  explores  Robert  Frost’s  “Stopping  by  Woods  on  a  Snowy  Evening”  from  the  posthumanist  perspective  of 
 equine  agency  and  argues  that  the  narrator’s  actions  represent  man’s  belief  in  anthropocentric  superiority.  The  horse, 
 through  his  exquisite  kinetic  senses,  perceives  the  impending  danger  that  awaits  in  the  freezing  woods  and  advises 
 the  narrator  to  reverse  course.  The  narrator,  however,  obtusely  misinterprets  the  message,  believing  the  horse  to  be 
 incapable  of  comprehending  aesthetics  and  promises,  reaffirming  human  superiority  over  the  equine  species.  Under 
 closer  scrutiny,  however,  this  anthropocentric  vanity  crumbles.  First,  human  beings,  while  privileged  to  observe  the 
 world  through  a  keen  sense  of  vision,  are  led  astray  in  their  professed  ability  to  recognize  beauty.  For  example,  the 
 narrator  remarks  on  the  beauty  of  the  “dark,  deep”  woods,  but  in  doing  so  his  visual  penetration  is  blocked  and 
 confined  within  a  superficial  level.  Then  the  speaker’s  lofty  promises  to  travel  miles  before  stopping  to  rest  acquire 
 an  ironic  touch.  Instead  of  exploring  an  uncharted  territory,  the  speaker  embarks  upon  the  same  trips  within  a 
 familiar  region.  Given  his  frequent  travels  on  well-traveled  paths,  if  the  narrator  still  has  a  long  way  to  go  after 
 evening,  he  has  poorly  planned  his  trip.  Rather  than  acknowledging  his  blunder,  however,  the  narrator  boastfully 
 promises,  “And  miles  to  go  before  I  sleep,”  and  the  repetition  of  the  last  line  reveals  his  underlying  anthropocentric 
 vanity. 

 Keywords: Robert Frost, the Horse, Anthropocentric Superiority, Aesthetics, Promises 

 Stopping by Woods on a Snowy Evening 
 By Robert Frost 

 Whose woods these are I think I know. 
 His house is in the village though; 
 He will not see me stopping here 
 To watch his woods fill up with snow. 

 My little horse must think it queer 
 To stop without a farmhouse near 
 Between the woods and frozen lake 
 The darkest evening of the year. 

 He gives his harness bells a shake 
 To ask if there is some mistake. 
 The only other sound’s the sweep 
 Of easy wind and downy flake. 

 The woods are lovely, dark and deep, 
 But I have promises to keep, 
 And miles to go before I sleep, 
 And miles to go before I sleep. 

 1.  Introduction 

 “Stopping  by  Woods  on  a  Snowy  Evening,”  the 
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 most  memorable  poem  of  Robert  Frost,  has  a 
 never-waning  appeal.  Even  “my  little  horse”  has 
 received  extensive  scholarship,  albeit  overlapping  in 
 nature.  The  horse  shakes  its  harness  bells  of  social 
 “obligations”  to  keep  the  dreamy  poet  awake  (Henry, 
 1978,  p.38).  Similarly,  the  equine  embodies  “social 
 condemnation”  for  the  guilty  poet  who  takes  a  break 
 in  a  workaholic  society  (Frank,  192,  p.  44).  Richard 
 Moore,  in  comparison  between  Frost’s  horse  and 
 Swift’s  Houyhnhnms,  maintains  that  the  animal  is 
 “rational,  predictable,  mechanical”  (Moore,  2000,  p. 
 96).  Few  critics  have  paid  attention  to  the  horse  as  a 
 horse  per  se.  How  does  the  horse  perceive  the  woods? 
 From  their  different  understandings,  what 
 relationship  between  animals  and  human  beings  is 
 revealed?  This  article  explores  the  poem  from  the 
 perspective  of  posthumanism.  Posthuman  theory, 
 according  to  Rosi  Braidotti,  mainly  consists  of 
 “becoming-animal,  becoming-earth  and 
 becoming-machine.”  These  branches  have  different 
 accentuations  but  they  all  share  the  same  view,  that 
 is,  to  contest  against  “arrogance  of  anthropocentrism 
 and  the  ‘exceptionalism’  of  the  Human  as  a 
 transcendental  category”  (Braidotti,  2013,  p.66).  As 
 far  as  animals  are  concerned,  Cary  Wolfe  proposes  an 
 enlightening  approach  to  gain  apprehension  of 
 nonhuman  species.  “To  ‘understand’  the  animal,” 
 Wolfe  writes,  we  have  to  “stand  ‘under,’  not  above 
 her—by  surrendering  the  dream  of  mastery  troped  as 
 vision”  (Wolfe,  2003,  p.5).  Stepping  back  from  an 
 anthropocentric  view  enables  men  to  have  a  more 
 accurate  understanding  of  human  positioning  in  the 
 world  and  a  better  opportunity  to  learn  about  agency 
 of  nonhuman  species.  This  leads  to  a  paradox: 
 acknowledging  nonhuman  agency  broadens  human 
 knowledge  but  it  simultaneously  challenges  human 
 vanity  and  desire  for  superiority.  “Stopping  by  Woods 
 on  a  Snowy  Evening”  reveals  the  narrator’s 
 unconscious  process  of  struggling  to  resolve  this 
 tension.  According  to  this  essay,  the  poem 
 demonstrates  the  speaker’s  frustrated  efforts  to 
 establish  anthropocentric  superiority  over  the  horse 
 through aesthetic appreciation and social promises. 

 2.  The Neglected Horse in the Poem 

 The  little  horse  plays  an  essential  role  in  the  poem 

 but  it  is  often  neglected  by  readers.  If  we  examine  the 
 world  from  the  equine  perspective,  we  will  be 
 enlightened  by  the  poem’s  nuances.  “My  little  horse” 
 has  a  distinctive  perception  of  the  scene  from  the 
 speaker  “I.”  The  structure  of  “Stopping  by  Woods”  is 
 crafted  to  present  the  first  and  last  stanzas  from 
 human  perspective,  but  to  narrate  the  second  and 
 third  quatrains  from  animal  viewpoint,  beginning 
 with  “My  little  horse  must  think  it  queer”  (Frost, 
 1995,  p.207).  Horses  are  known  for  their  exquisite 
 kinesthetic  sensitivity.  “Every  muscle  twitch  of  the 
 rider  will  be  like  a  loud  symphony  to  the  horse” 
 (Hearne,  1987,  p.108).  The  horse’s  extremely  fine 
 sense  of  touch  finds  its  full  expression  in  the  poem. 
 “Feathery  flake,”  the  usual  English  expression, 
 accentuates  the  size  of  snow,  while  “downy  flake” 
 emphasizes  the  tactile  quality  of  softness  of  snow. 
 Flake,  a  piece  of  something  especially  “that  has 
 broken  off  from  something  larger”  (Wehmeier,  1997, 
 p.  768),  suggests  that  a  single  flake  of  snow  is 
 connected with a mass of snows. 

 Likewise,  “easy  wind,”  the  reference  to  gentle 
 breeze,  not  only  underscores  the  tactual  feeling  of 
 balmy  air  but  also  conveys  an  equine  evaluation,  but 
 what  is  easy?  The  combination  of  “easy  wind  and 
 downy  flake”  is  “the  sweep,”  which  according  to 
 Oxford  Dictionary  ,  means  “move  quickly  with  force” 
 (Wehmeier,  1997,  p.  2041).  “[T]he  sweep  of  easy 
 wind  and  downy  flake,”  neither  quick  nor  forceful,  is 
 contradictory  to  human  logic,  but  not  to  the  horse’s 
 delicate  sense  of  touching.  The  imperceptible 
 accumulation  of  falling  snow  under  continual  wind 
 during  a  long  period  is  likely  to  result  in  potential 
 danger  of  massive  snowballs.  The  word  “up”  in  “his 
 woods  fill  up  with  snow”  has  already  indicated  an 
 enormous  amount  of  snows  that  has  almost  filled  up 
 the  woods.  The  horse  intuitively  senses  the  hidden 
 peril  and  becomes  aware  of  human  negligence:  it  is 
 “easy”  for  men  to  relax  their  caution  under  the 
 impression  of  “  easy  wind  and  downy  flakes.” 
 Therefore  “He  gives  his  harness  bells  a  shake”  to 
 remind  the  master  of  the  hazard.  Before  that,  the 
 horse  had  already  given  a  caveat  to  the  narrator. 
 Resonating  with  the  aggrandizement  of  fragmentary 
 flakes,  the  “frozen  lake”  has  unified  water  into  a 
 smoothing  wholeness.  “Frozen”  also  indicates  the 
 rapid  decrease  of  temperature  after  winter  evening 
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 and  the  subsequent  freezing  coldness.  Thus  the  horse 
 expresses  its  disapproval  of  the  speaker’s  “queer” 
 activity.  The  message  is  taken  up,  but  not  taken  in, 
 because  the  poet  misinterprets  its  motivation:  “My 
 little  horse  must  think  it  queer  /  to  stop  without  a 
 farmhouse  near.”  In  the  mind  of  the  speaker,  animals 
 could  not  raise  themselves  above  basic  life 
 necessities:  a  farmhouse  to  access  food  and  shelter. 
 Therefore  the  complicated  speculations  of  the  animal 
 are  monotonously  reduced  to  the  “lower,  practical, 
 instrumental  reason”  of  simple  utilitarian  needs 
 (Coetzee, 1999, p. 29). 

 3.  The  Speaker’s  Vanity  of  Establishing 
 Anthropocentric Superiority 

 Furthermore,  the  narrator  endeavors  to  establish 
 human  superiority  through  aesthetic  appreciation. 
 The  purpose  of  devaluing  animals  is  to  establish 
 anthropic  superiority  by  aesthetics.  “He  will  not  see 
 me  stopping  here  /  To  watch  his  woods  fill  up  with 
 snow”  (Frost,  1995,  p.207).  Artistic  admiration,  a 
 utility-transcending  activity,  is  regarded  as  a  privilege 
 of  human  mind.  The  ascendancy  of  visual  stimuli 
 from  olfactory  stimuli,  a  line  of  demarcation  to 
 distinguish  human  beings  from  animals,  leads  to  “the 
 threshold  of  human  culture”  (Freud,  1961,  pp.  51-2). 
 Man,  in  his  “upright  gait,”  begins  to  be  distinguished 
 by  aesthetic  sensitivity  and  distant  contemplation. 
 Likewise,  Una  Chaudhuri  also  holds  a  similar  idea. 
 One  prominent  feature  of  Human  beings  is  “the 
 privileging  of  sight  in  the  human  evolution  from 
 quadruped  to  biped,”  which  is  reinforced  by  “the 
 derogation  of  the  ‘lower  senses’  (touch  and  smell)” 
 (Chaudhuri,  2007,  p.11).  The  importance  of  human 
 sight,  highlighted  by  such  verbs  as  “see”  “watch,” 
 culminates  in  visual  pleasure:  “the  woods  are  lovely.” 
 However,  the  woods  are  also  “dark  and  deep.” 
 “Dark”  suggests  the  impenetrability  of  vision,  and 
 “deep”  allows  a  superficial  sight  but  blocks  further 
 insight.  The  conjunction  of  “dark  and  deep”  rouses 
 the  feeling  of  uneasiness,  even  anxiety,  canceling  the 
 momentary  aesthetic  pleasure.  Therefore,  human 
 superiority is traumatically thwarted. 

 To  reestablish  human  superiority,  the  narrator  has 
 ushered  a  new  vantage:  promises.  “But  I  have 
 promises  to  keep.”  Promises  are  a  unique  and 

 exclusive  human  phenomenon  because  a  man’s  honor 
 depends  on  his  word  which  in  turn  defines  his 
 responsibility.  Promises  include  personal  ones  and 
 “those  that  my  ancestors  made  for  me,  known  as  the 
 social  contract”  (Frost,  1995,  p.  823).  The  one  in  the 
 poem  is  “And  miles  to  go  before  I  sleep,  /  And  miles 
 to  go  before  I  sleep”  (Frost,  1995,  p.207).  The  literary 
 repetition  of  poetic  “miles  to  go”  produces  an 
 impression  of  a  far-away  odyssey  while  the 
 placement  of  “miles  to  go”  in  the  context  of 
 metaphorical  “before  I  sleep”  suggests  an  exploration 
 of  risky  and  unknown  territories.  Richard  Gray  also 
 holds  that  the  poet  feels  compulsive  to  “take  risks  and 
 explore  the  truth”  in  his  “spiritual  quest”  (Gray,  2012, 
 p.352). 

 However,  under  scrutiny  this  lofty  mission 
 crumbles.  First,  the  poet  does  not  explore  a  foreign 
 land,  and  he  just  makes  usual  trips  in  a  familiar 
 region.  He  knows  “whose  woods  these  are”  and  is 
 even  acquantant  with  the  owner  whose  “house  is  in 
 the  village”  (Frost,  1995,  p.207).  Given  his  frequent 
 travels  in  familiar  surroundings,  if  he  still  has  a  long 
 way  to  go  after  evening,  he  has  ill-planed  his  trip;  he 
 is  too  unrealistic  to  fulfill  his  pompous  promise.  If  it 
 is  not  so  long,  the  repetition  of  “miles  to  go”  is  his 
 bombast  of  trivial  walks  back  and  forth  between  the 
 village  and  market;  he  is  prone  to  exaggerations  of 
 petty  swears.  Either  way,  his  promise  or 
 responsibility,  is  severely  undermined.  In  contrast, 
 the  equine,  as  “my  little  horse,”  demonstrates  its  due 
 responsibility  towards  the  master.  Intuitively 
 convinced  of  the  potential  hazard,  the  horse  cautions 
 a  “queer”  expression  to  the  poet  who  does  not 
 understand  it.  Then  the  animal  hardens  its  attitude  to 
 show  that  “there  is  some  mistake.”  Moreover,  the 
 horse  adjusts  its  way  of  communication  with  human 
 beings  and  skillfully  employs  a  man-made  instrument 
 to  convey  its  message:  “He  gives  his  harness  bells  a 
 shake.”  The  sound  reminds  the  poet  of  his  “promises” 
 and  drives  him  to  continue  the  journey.  Twice 
 embarrassed  by  the  intelligent  horse,  the  poet  hastes 
 to  mechanically  repeat  a  forced  closure  to  stabilize 
 his  human  identity:  “And  miles  to  go  before  I  sleep,  / 
 And miles to go before I sleep.” 

 In  short,  this  article  explores  the  kinetic  world 
 from  the  perspective  of  the  horse  and  challenges  the 
 assumed  superiority  of  the  human  narrator  in 
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 “Stopping  by  Woods  on  a  Snowy  Evening.”  The 
 decentering  of  the  anthropocentric  gaze,  along  with 
 due  attention  to  nonhuman  agency,  initializes  an 
 indispensable  step  to  appreciate  the  full  complexity 
 of  the  natural  world  that  frequently  foregrounds 
 Frost’s poetry. 
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 Abstract 

 Honey  bee  (  Apis  mellifera  )  pollination  is  responsible  for  approximately  80%  of  all  cultivated  crops.  Unfortunately, 
 reports  suggest  losses  of  30-50%  of  all  bee  colonies  in  the  US.  The  greatest  single  contributor  to  the  decline  of  bee 
 health  is  the  Varroa  mite.  Synthetic  chemicals  are  currently  used  to  control  Varroa  ,  but  the  mites  are  developing 
 methods  of  resistance.  Essential  oils  (EOs)  may  be  a  viable  alternative.  EOs  are  cheaper,  environmentally-friendly, 
 and  pose  fewer  health  risks  to  bees  and  consumers.  Furthermore,  Varroa  have  not  yet  developed  resistance  to  EOs. 
 EOs’  shortcoming  is  the  limitation  of  exposure.  Humidity  and  temperature  affect  the  rate  of  evaporation  and  the 
 mites’  exposure  to  the  EOs.  Thymol-based  essential  oils  dispersed  via  a  battery-operated  mist  diffuser  would 
 provide  effective  miticide  efficacy  without  causing  harm  to  honey  bees  due  to  the  natural  miticide  properties  of  the 
 EOs  and  the  ability  of  the  mist  diffuser  to  maintain  a  constant  temperature  and  humidity.  Utilizing  a  gel  capsule 
 system  to  rear  larvae/pupae/  Varroa  ,  thymol-based  EOs  were  found  to  be  effective  against  Varroa  without  harming 
 bees.  Miticide  activity  was  as  follows:  thyme>oregano>rosemary>spearmint>  control  (vegetable  glycerin). 
 Currently,  all  commercially  available  thymol-centered  systems  are  gel-based  and  work  by  direct  contact  with  the 
 mite.  The  use  of  mist  diffusers  effectively  eliminates  fluctuations  in  temperature  and  humidity  and  was  more 
 cost-effective  than  commercially  available  thymol-based  systems  (US$3.20  versus  US$15-$18  per  application). 
 Continuous-release  mist  diffusion  permits  the  disbursement  of  EOs  throughout  the  entire  hive,  perhaps  including  the 
 brood cell where natural miticides do not reach and where  Varroa  reproduction occurs. 

 Keywords: Varroa destructor; Apis mellifera; mites; honey bees; essential oils; mist diffusion 

 1.  Introduction 

 Honey  bees,  Apis  mellifera,  are  crucial  for 
 agriculture,  responsible  for  over  80%  of  all  cultivated 
 crops  in  the  United  States  (Randall,  2020).  In  fact, 
 bee  pollination  accounts  for  approximately  US$15 
 billion  in  added  crop  value  (  Bryant,  2006)  . 
 Additionally,  bees  also  produce  honey,  pollen,  royal 
 jelly,  beeswax,  propolis,  and  venom  for  nutritional 

 and  medicinal  uses.  In  the  US,  there  are 
 approximately  2.5  million  commercially  farmed 
 honey  bee  hives  and  around  500,000  colonies  kept  by 
 hobbyists  and  semi-professional  bee  keepers  (Frazier, 
 et  al.,  2013).  Unfortunately,  these  numbers  are 
 declining  at  a  rapid  rate.  Various  reports  suggest  a 
 loss  of  30%  to  50%  of  bee  colonies  in  the  US, 
 (Colony  Collapse  Disorder,  2021)  ,  its  lowest  point  in 
 the  past  50  years.  The  greatest  single  contributor  to 
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 the  decline  of  bee  health  is  the  Varroa  destructor  mite 
 (Rosenkranz,  et  al.,  2010).  A  single  Varroa  mite  can 
 shorten  the  lifespan  of  a  bee  by  one-third,  and  two 
 mites  can  shorten  it  by  one-half  (Bryant,  2006). 
 Varroa  weakens  and  ultimately  kills  colonies  by 
 out-reproducing their host. 

 Varroa  is  an  ectoparasitic  mite  that  exploits  the 
 honey  bee’s  life  cycle.  It  feeds  on  the  fat  bodies  of 
 developing  honey  bee  larvae  and  adult  bees  and 
 aggressively  reproduces  within  an  infected  bee 
 colony.  Recent  research  by  Ramsey,  Ochoa,  Bauchan 
 (2019)  brings  to  light  the  Varroa  mite’s  focus  on  the 
 fat  body  tissue,  and  not  the  hemolymph  as  previously 
 believed,  which  ultimately  render  the  honey  bee 
 susceptible  to  harm  from  pesticides.  Varroa  mites 
 also  facilitate  the  transmission  of  multiple  viruses  and 
 other  diseases  which  have  been  linked  to  honey  bee 
 mortality  (Moore,  et  al.,  2019).  Normally,  honey  bee 
 larvae  develop  into  pupae  inside  the  individual  brood 
 cell of the wax comb and emerge as adults. 

 Female  Varroa  mites  attach  onto  an  adult  or 
 immature  honey  bee  and  enter  the  bee  hive’s  brood 
 cells  to  reproduce.  The  female  Varroa  punctures  the 
 underside  of  the  abdomen  of  the  pupae  and  feeds  on 
 the  fat  body  cells  before  laying  the  first  egg.  Like 
 honey  bees,  the  male  Varroa  develops  from  an 
 unfertilized  egg.  The  female  continues  to  lay  about 
 one  egg  per  day.  These  eggs  develop  into  daughters 
 that  mature  and  mate  with  the  male  before  the  bee 
 emerges  from  the  brood  cells.  Immature  and  male 
 Varroa  can  only  be  found  in  the  capped  brood  cell. 
 Only  the  mature  Varroa  female  will  survive  after 
 leaving  the  brood  cells.  All  immature  mites  and 
 Varroa  males  die  soon  after  the  adult  bee  emerges. 
 The  female  mite  then  repeats  the  cycle  by  entering 
 cells  of  other  developing  larvae  (Hunt,  &  Given, 
 2021). 

 Bahreini,  et  al.,  (2020)  clarify,  in  order  to  control 
 the  spread  of  Varroa  ,  bee  keepers  initially  used 
 acaricides,  pyrethroids,  and  organophosphates 
 pesticides.  Unfortunately,  these  chemicals  have  been 
 found  to  increase  the  early  replacement  of  the  queen, 
 heighten  mortality  in  adults  and  brood,  reduce  body 
 weight  in  queens,  decrease  the  amount  of  lipids, 
 carbohydrates  and  proteins  in  workers.  Furthermore, 
 these  synthetic  compounds  have  also  been  found  to 
 accumulate  in  the  beeswax  which  impacts  the 

 development  of  bee  larvae  (Bahreini  et  al.,  2020). 
 The  frequent  use  of  these  synthetic  miticides  to 
 control  Varroa  infestations  has  resulted  in  the 
 development  of  resistance  to  many  of  the  chemical 
 components  of  these  miticides  (Bahreini  et  al.,  2020; 
 Traynor,  et  al.,  2016).  Likewise,  the  excessive  or 
 improper  use  of  synthetic  compounds  has  also 
 resulted  in  the  contamination  of  hive  products  which 
 pose  a  health  threat  to  both  hive  bees  and  human 
 consumers  (Traynor  et  al.,  2016).  For  these  reasons, 
 the  need  for  alternative  Varroa  control  measures  is 
 critical. 

 Essential  oils  are  an  alternative  to  chemical 
 pesticides.  They  are  cheaper,  environmental-friendly, 
 and  pose  fewer  risks  to  the  health  of  bees  and 
 consumers.  Most  importantly,  Varroa  have  not 
 developed  resistance  to  essential  oils  for  honey  bee 
 mite  control  (Ghasemi,  et  al,  2011;  Damiani,  et  al., 
 2009).  Essential  oils  are  concentrated  hydrophobic 
 liquids  extracted  from  aromatic  plants  and  capture  the 
 “essence”  or  characteristic  odor  of  the  plants.  Only 
 plants  containing  more  than  0.1%  oil  can  be  called 
 essential  oils  (Imdorf,  et  al.,  1999).  The  essential  oil 
 composition  of  each  plant  is  unique.  Terpenes 
 (mainly  monoterpenes)  are  the  main  components  of 
 essential  oils.  A  wide  variety  of  essential  oils  (over 
 150)  have  been  tested  as  potential  miticides; 
 unfortunately,  very  few  of  them  have  proven 
 successful  when  tested  in  field  trials  (Sabahi,  et  al.  , 
 2017). 

 A  key  problem  evidenced  in  trials  conducted  to 
 evaluate  essential  oils  as  miticides  in  hives  is  the 
 consistency  and  significant  variability  that  exists 
 between  seasons  and  localities.  Sabahi  et  al.  (2017) 
 concluded  that  one  factor  affecting  this  variability  is 
 the  pattern  of  climatic  conditions  which  are 
 dependent  upon  the  ambient  temperature  and  relative 
 humidity  which  can  affect  the  properties  of  essential 
 oils  such  as  the  rate  of  evaporation  of  the  oils  and, 
 consequently,  the  mites’  exposure  to  the  essential 
 oils. 

 Currently,  numerous  essential  oil  compounds  have 
 been  evaluated  for  miticidal  activity.  One  of  the 
 proven  successful  essential  oils  is  thymol.  Thymol  is 
 a  phenolic  monoterpene  that  is  present  in  many  plants 
 such  as  thyme,  basil,  rosemary,  mint,  and  sage.  It 
 works  by  disorienting  the  mite  and  blocking  its  pores 
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 (Tennessee’s  Honey  Bees,  2021).  The  efficacy  of 
 thymol  has  previously  studied  and  has  been 
 recommended  to  be  effective  against  Varroa  .  Thymol 
 is  the  only  compound  of  essential  oils  widely  used  in 
 beekeeping  with  70%-90%  efficacy  against  Varroa 
 (Garrido,  2018).  Thymol  also  has  the  added 
 advantage  of  being  active  against  fungus 
 (chalkbrood)  and  some  efficacy  with  tracheal  mites 
 (Davis,  &  Ward,  2003).  The  most  widely  used  and 
 popular  products  with  thymol  as  a  main  ingredient 
 are  Apiguard®,  ApiLifeVar®  and  Thymovar®.  These 
 systems  only  kill  mites  on  the  adult  bees,  but  do  not 
 reach  the  reproducing  Varroa  mites  in  the  brood  cells 
 (Garrido, 2018). 

 In  light  of  the  current  crisis  surrounding  honey 
 bees  and  the  Varroa  mite,  new  solutions  are 
 desperately  needed.  The  following  essential  oils: 
 thyme,  oregano,  spearmint,  and  rosemary  were 
 evaluated  for  miticide  efficacy  and  safety.  The  use  of 
 a  battery-powered  mist  diffuser  to  deliver  essential 
 oils  may  allow  for  the  continuous-release  of  thymol 
 regardless  of  environmental  conditions,  perhaps 
 reaching  the  brood  cell  where  Varroa  reproduction 
 takes place. 

 2.  Materials and Methods 

 2.1 Safety Precautions 

 Appropriate  attire  and  proper  safety  and  handling 
 precautions  were  taken  during  the  collection  and 
 handling  of  Varroa  mites,  honey  bee  larvae  and 
 pupae.  Appropriate  attire  consisted  of  a  complete 
 beekeeping  suit  which  includes:  hat  with  veil,  full 
 body  suit,  and  foot  gear.  Mentors  from  Stockton  and 
 Rutgers  provided  guidance  and  oversight  during  the 
 handling and collection process. 

 2.2  Varroa  Mite Collection 

 A.  mellifera  colonies  with  bee  hives  naturally 
 infested  by  Varroa  destructor  mites  were  utilized  for 
 this  study.  Live  Varroa  were  collected  from  Stockton 
 University  from  hives  in  Galloway,  NJ  and  from 
 Rutgers  University  from  hives  in  Eastampton 
 Township,  NJ.  All  Varroa  collection  was  conducted 
 on  October  10,  2020  to  coincide  with  increased 

 Varroa  populations  in  the  fall/early  winter  and  to 
 minimize  interference  with  honey  production  during 
 the spring. 

 For  this  experiment,  live  Varroa  was  collected 
 from  the  powdered  sugar  roll  methodology  as 
 described  by  the  Honey  bee  Health  Coalition  (2016). 
 However,  the  roll/shake  was  performed  over  a  white 
 paper  plate  and  sprayed  with  a  spray  bottle  containing 
 water  to  dissolve  the  powdered  sugar.  A  paintbrush 
 was  utilized  to  collect  all  live  Varroa  .  All  collected 
 live  Varroa  were  placed  into  a  clean,  damp  paper 
 towel.  The  towel  was  folded  up  gently  with  the  mites 
 inside and placed into a petri dish for transport. 

 2.3 Larvae/Pupae Collection 

 Fourth-instar  worker  bee  larvae  and  capped  brood 
 larvae  were  collected  from  established  A.  mellifera 
 colonies  at  Stockton  University  from  hives  in 
 Galloway,  NJ  on  October  10,  2020.  Following  larvae 
 collection  methods  as  described  by  Jack,  et  al., 
 (2020),  honeycomb  brood  frames  were  placed  into  an 
 incubator  at  94  degrees  Fahrenheit  (34.4  degrees 
 Celsius)  at  65%  relative  humidity  (RH).  After  3 
 hours,  larvae  crawled  out  of  the  cells  and  paper  was 
 placed  underneath  the  combs  to  catch  the  larvae. 
 Each  larvae  was  carefully  examined  for  the  presence 
 of  attached  mites.  For  the  capped  brood,  cells  were 
 uncapped  and  brood  was  cautiously  removed  with  a 
 pair  of  fine  tipped  forceps  as  described  by  Honey  Bee 
 Health  Coalition.  Pupae  were  carefully  checked  for 
 the  presence  of  mites.  All  larvae  and  pupae  were 
 examined  with  a  probe,  all  reacting  larvae  and  pupae 
 were  scored  as  live  (Honey  Bee  Health  Coalition, 
 2016). 

 2.4 Gelatin Capsule System 

 As  described  by  Jack  et  al.  (2020),  all  collected 
 live  larvae  and  pupae  were  placed  into  size  “0” 
 gelatin  capsules  (7  mm,  Now  Foods,  Bloomingdale, 
 IL,  USA).  Using  a  number  2  insect  pin  (BioQuip, 
 Rancho  Dominguez,  CA,  USA),  small  ventilation 
 holes  were  made  in  the  capsules  to  simulate  the 
 porous  capped  brood  cells.  Varroa  females  collected 
 from  the  powdered  sugar  roll  system  were 
 individually  inserted  into  a  gelatin  capsule  containing 
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 a  larva  or  a  pupa.  Each  capsule  contained  a 
 larva/pupa  and  one  or  two  Varroa  depending  on 
 availability.  The  capsules  were  then  placed  vertically 
 into  an  empty  micro-pipette  tip  container  and 
 maintained  in  an  incubator  (FBA  Magicfly-MF014, 
 Hong  Kong,  China)  at  94  degrees  Fahrenheit  (34.4 
 degrees  Celsius)  at  75%  RH.  According  to  Jack  et  al. 
 (2020),  the  gelatin  capsule  system  is  reported  to  have 
 a  mite  survival  rate  of  >95%.  The  temperature  and 
 humidity  were  monitored  with  the  Broodminder 
 mobile app (Broodminder, Stoughton, WI, USA). 

 2.5  Essential  Oils  and  Continuous-Release 
 Battery-Operated Mist Diffuser 

 For  this  experiment,  four  USDA,  certified 
 organic,  premium  food-grade  essential  oils,  thyme, 
 oregano,  spearmint,  and  rosemary,  were  evaluated 
 along  with  a  control  consisting  of  organic,  premium 
 food-grade  vegetable  glycerin  (Plant  Guru,  Plainfield, 
 NJ, USA). 

 Continuous-Release  Treatments  1,2,3,4  consisted 
 of  essential  oils  (1-thyme,  2-oregano,  3-spearmint, 
 4-rosemary)  for  continuous-release  via  a 
 battery-powered  mist  diffuser  (AirWick®  Essential 
 Mist  Essential  Oil  Diffuser,  Reckitt  Benckiser, 
 Slough,  England).  Each  individual  incubator  (FBA 
 Magicfly-MF014,  Hong  Kong,  China)  contained  one 
 of  the  tested  essential  oils  in  a  continuous-release 
 battery-powered  mist  diffuser  (or  vegetable  glycerin 
 only  in  the  control)  along  with  the  gelatin  capsule 
 system  (Jack  et  al.,  2020).  This  methodology  is 
 designed  to  simulate  the  brood  cell  environment 
 within  the  hive.  Sabahi  et  al.  (2017)  evaluated  oxalic 
 acid,  oregano/clove,  and  oregano  alone  utilizing  a 
 continuous-release  electric  diffuser.  However,  in  light 
 of  the  potential  fire  safety  concerns  and  the  lack  of 
 accessible  electrical  outlets  in  the  field,  the  mist 
 diffuser for this experiment was battery-powered. 

 To  provide  continuous-release,  two  alternating 
 mist  diffusers  were  used  in  each  incubator  to  provide 
 24/7  release  as  each  mist  diffuser  automatically  shuts 
 down  after  eight  hours  of  continuous  use.  The 
 AirWick  Mobile  App  was  utilized  to  ensure  that  all 
 diffusers  were  operating  properly.  To  calculate  the 
 rate  of  evaporation  of  the  essential  oil,  the  mist 
 diffuser  container  was  weighed  while  empty  and  then 

 weighed  again  when  filled  with  the  essential  oil  at  the 
 beginning  (the  net  weight  was  obtained  by 
 subtracting  the  tare  weight  from  the  gross  weight) 
 and  at  the  end  of  the  trial.  Control  Treatment  5 
 contained  no  essential  oil,  only  vegetable  glycerin. 
 Cumulative  mite  and  bee  survival  was  recorded  at  24, 
 48, 72, 96, 120, 144, 168, 192, and 216 hours. 

 In  total,  88  live  larvae/pupae  and  91  live  mites 
 were  collected  from  the  apiaries  at  Stockton 
 University  and  Rutgers  University.  After  12  hours,  all 
 collected  mites  and  larvae/pupae  were  assessed  for 
 movement  as  a  measurement  of  lividity  using  fine 
 tipped  forceps.  In  total,  56  live  larvae/pupae  and  63 
 live  mites  were  recovered  to  commence  the 
 experiment.  Each  live  larvae/pupae  was  separated 
 into  its  own  gel  capsule  and  1  (or  2  mites)  was 
 allocated to each larvae/pupae. 

 3.  Results and Discussion 

 The  recorded  mite  and  bee  mortality  from  the 
 diffusion  of  tested  essential  oils  in  24-hour 
 increments are provided in Table 1. 

 Table 1: Number of fallen  Varroa  and fallen 
 larvae/pupae by essential oil tested 

 E.O. Tested  Time (hours) 
 # of Fallen 

 Varroa 
 # of Fallen 

 Larvae/Pupae 

 Thyme 

 24  5  0 
 48  13  0 
 72  13  0 
 96  13  0 

 120  13  0 
 144  13  5 
 168  13  9 
 192  13  11 
 216  13  11 
 240  13  11 

 Oregano 

 24  3  0 
 48  13  0 
 72  13  0 
 96  13  0 

 120  13  0 
 144  13  4 
 168  13  8 
 192  13  11 
 216  13  11 
 240  13  11 
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 Spearmint 

 24  0  0 
 48  0  0 
 72  1  0 
 96  5  0 

 120  8  0 
 144  9  3 
 168  12  5 
 192  12  8 
 216  12  11 
 240  12  11 

 Rosemary 

 24  0  0 
 48  0  0 
 72  3  0 
 96  9  0 

 120  13  0 
 144  13  2 
 168  13  7 
 192  13  10 
 216  13  10 
 240  13  11 

 Control 

 24  0  0 
 48  0  0 
 72  0  0 
 96  1  0 

 120  2  0 
 144  3  2 
 168  6  4 
 192  10  7 
 216  13  11 
 240  13  12 

 Time to last fallen Varroa 
 Time to last fallen larvae/pupae 

 Across  all  essential  oils,  an  increase  in  the  hours 
 of  exposure  led  to  an  increase  in  Varroa  mortality  as 
 depicted  in  Figure  1.  After  48  hours,  all  Varroa  mites 
 in  both  the  thyme  and  oregano  had  completely  fallen. 
 After  120  hours,  all  mites  exposed  to  the  rosemary 
 had  succumbed.  After  144  hours,  all  mites  exposed  to 
 spearmint  had  fallen.  For  the  control,  containing  only 
 vegetable  glycerin,  after  240  hours,  all  mites  had 
 succumbed.  The  overall  miticide  activity  from  the 
 first  recorded  mite  fall  to  last  recorded  mite  fall  was 
 as  follows  in  terms  of  essential  oil  efficacy:  thyme  > 
 oregano  >  rosemary  >  spearmint  >  control.  Statistical 
 significance  was  determined  using  regression 
 analysis.  All  p-values  were  statistically  significant 
 (p-value  ≤  0.05)  across  all  mite  falls  (thyme 

 (p=.00000651);  oregano  (p=.0000451);  spearmint 
 (p=.00391); rosemary (p=.000294)). 

 Figure 1. Percentage of  Varroa  mites fallen by 
 essential oil per 24-hour periods 

 Across  all  essential  oils,  increasing  the  hours  of 
 exposure  did  not  lead  to  an  increase  in  honey  bee 
 mortality  as  depicted  in  Figure  2.  Honey  bee 
 mortality  was  first  noted  at  144  hours  for  thyme, 
 oregano,  rosemary  and  spearmint.  These  values  are 
 comparable  to  the  placebo  which  also  noted  honey 
 bee  larvae/pupae  mortality  at  144  hours.  Overall  bee 
 mortality  from  first  fall  to  last  fall  was  as  follows: 
 thyme  =  oregano  >  rosemary  >  spearmint  =  placebo. 
 All  p-values  were  not  statistically  significant  (p-value 
 ≤  0.05)  across  all  bee  larvae/pupae  fall  (thyme 
 (p=.176);  oregano  (p=.594);  spearmint  (p=.255); 
 rosemary (p=.452)). 

 Figure 2. Percentage of bee larvae/pupae fallen by 
 essential oil per 24-hour periods 

 4.  Discussion 

 This  investigation  of  various  essential  oils 
 demonstrates  the  effectiveness  of  thymol-based 
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 essential  oils  and  a  battery-operated 
 continuous-release  mist  diffusion  delivery  system  as 
 an  effective  miticide.  All  tested  essential  oils  were 
 found  to  be  effective.  The  mist  diffuser  system  was 
 successful  in  its  dispersal  of  the  essential  oils 
 independent of temperature and humidity variables. 

 A  key  advantage  of  using  essential  oils  in  hives  is 
 that  it  is  generally  recognized  as  safe  and 
 environmentally-friendly.  In  fact,  all  the  essential  oils 
 utilized  for  this  experiment  were  premium 
 food-grade.  Due  to  the  sustained  lividity  of  the 
 larvae/pupae  from  this  investigation,  the  essential  oil 
 concentration  tested  is  concluded  to  be  safe  for  honey 
 bees. 

 Furthermore,  a  brief  analysis  of  the 
 cost-effectiveness  of  the  battery-operated 
 continuous-release  mist  diffuser  technology  in 
 concert  with  essential  oils  was  found  to  be  more 
 economical  than  the  annual  cost  of  commercially 
 available  thymol  products.  The  average  cost  per 
 application  of  the  continuous-release  diffuser 
 technology  and  essential  oil  is  approximately 
 US$3.20  per  hive  per  application  (assuming  the  use 
 of  2  diffusers)  in  comparison  to  currently  available 
 thymol-based  commercial  products  at  US$15-US$18 
 per hive per application. 

 5.  Conclusion 

 The  goal  of  this  in  vitro  study  was  to  demonstrate 
 that  continuous-release  mist  diffusion  delivery  of 
 thymol-based  essential  oils  can  serve  as  an  effective 
 miticide  while  also  being  safe  for  bees.  The  results  of 
 this  in  vitro  investigation  warrant  further  examination 
 of  the  continuous-release  mist  diffusion  delivery 
 system  and  the  essential  oils  of  thyme,  oregano,  and 
 rosemary  in  a  field  investigation.  Because  the 
 effectiveness  of  essential  oils  is  dependent  on 
 multiple  factors,  including  temperature,  humidity,  and 
 time  of  year  (Sabahi,  et  al.,  2017),  the  use  of  a 
 battery-operated  continuous-release  mist  diffuser 
 system  minimized  these  variables  and,  perhaps,  may 
 allow  for  miticide  exposure  inside  the  capped  brood 
 cells.  Currently,  available  thymol-centered  systems 
 are  gel-based  and  work  only  by  contact  with  the  mite 
 (Honey  Bee  Health  Coalition,  2016).  As  technology 
 evolves,  other  continuous-release  devices  (solar 

 powered  diffusers)  may  also  be  investigated. 
 Currently,  no  natural  miticides  penetrate  into  brood 
 cells  where  Varroa  reproduction  takes  place  (Garrido, 
 2018).  The  use  of  thymol-based  essential  oils  with  a 
 continuous-release  mist  diffuser  delivery  system  may 
 one  day  be  incorporated  with  other  control  measures 
 to  effectively  manage  Varroa  mites  and  other  pests  in 
 order  to  enhance  the  chance  of  colony  survival  and 
 residue-free hive products. 
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 Abstract 

 This  research  paper  studies  flooding  dangers  in  Gwinnett  County  to  discover  the  most  susceptible  areas  to 
 significant  flood  damage.  Three  different  flood  year  recurrence  interval  flood  scenarios  (i.e.,  100  year,  200  year,  500 
 year)  in  Gwinnett  County  were  analyzed  using  HAZUS,  outlining  the  floodplains  and  calculated  flood  depths  of 
 each  scenario.  These  three  different  year  recurrence  intervals  resulted  in  different  flood  depths  for  each  scenario. 
 This  study  also  investigates  the  vulnerability  of  essential  facilities,  such  as  electric  power  facilities  and  water 
 treatment  plants.  The  vulnerable  essential  facilities  in  Gwinnett  County  were  found  with  geological  information 
 provided  by  HAZUS.  This  investigation  can  be  used  as  an  initiative  to  develop  a  more  resilient  and  safer  Gwinnett 
 County  by  developing  greater  preparedness  and  creating  more  organized  responses  to  flood  events  and  natural 
 disasters. 

 Keywords: Gwinnett County, flood, essential facilities, vulnerability, HAZUS 

 1.  Introduction 

 From  September  16  to  September  22,  2009, 
 riverine  flooding  occurred  in  Georgia,  caused  by 
 heavy  rain  and  rainfall  runoff,  which  is  when  rain 
 continues  to  fall  over  an  area  for  a  long  period  of 
 time.  This  case  of  riverine  flooding  resulted  in  nearly 
 500  million  dollars’  worth  of  damages,  declaring  23 
 of  159  counties  in  Georgia  to  be  disaster  areas  under 
 the  Presidential  Disaster  Declaration, 
 FEMA-1858-DR  (Federal  Emergency  Management 
 Agency,  2018).  Gwinnett  County  was  one  of  these  23 
 counties,  although  Gwinnett  County  is  located  inland 
 and  is  either  north  of  or  at  the  upper  threshold  of 
 three  of  the  major  watersheds;  upper  Chattahoochee, 
 Oconee,  and  Ocmulgee.  Compared  to  the  counties 
 around  it,  Gwinnett  County  received  rather  lower 
 damages  and  impacts  from  flooding,  and  along  with 

 Cobb  County,  had  6  stream  gages  that  measured 
 floods  which  breached  the  0.2%  annual  exceedance 
 probability  (i.e.,  500-year  recurrence  interval), 
 meaning  that  the  chances  of  a  flood  of  this  large 
 magnitude  or  greater  happening  again  in  this  area  is 
 0.2%  (USGS,  2018).  In  the  month  September  of 
 2009,  an  inordinate  amount  of  rain  fell  on  Northern 
 Georgia.  Over  a  hundred  homes  were  decimated  in 
 just  Gwinnett  County  during  this  period,  also  causing 
 over  a  million  dollars  of  damages  to  roadways  and 
 drainage  systems.  This  is  due  to  the  fact  that 
 Gwinnett  County  had  only  been  prepared  for  a 
 100-year flood (Flood Risk Management, 2019). 

 From  2000,  there  has  been  an  increased  number  of 
 flood-related  natural  disasters  along  the  Atlantic 
 Coast  of  North  America.  Devastations  left  by  such 
 floods  include  thousands  of  lives  taken  and  billions 
 of  dollars  in  damages.  The  impact  on  electric  power 

 * Corresponding Author  Advisor: Dr. Jay Om 
 hhaelinlee@gmail.com  jo729@nyu.edu 

 66 



 J. Res. HS  Vol. 2022 (1) 66 - 71 

 facilities  during  such  flood-related  natural  disasters 
 can  result  in  devastating  power  outages,  while 
 flooded  wastewater  treatment  plants  can  lead  to  the 
 system  failure  and  release  of  untreated  water  to  the 
 effluent  channel,  which  contaminates  the  main  water 
 stream  and  highly  elevates  the  risk  for  harmful 
 disease and illness to spread. 

 The  objectives  of  this  study  are  to  investigate  the 
 effects  of  riverine  flooding  in  Gwinnett  County,  the 
 assessment  of  vulnerable  essential  facilities,  and  to 
 aid  in  preparation,  such  as  best  management  practice 
 (BMP)  and  a  stormwater  pollution  prevention  plan 
 (SWPPP)  to  manage  stormwater  runoff  and  prevent 
 flooding  on  such  essential  facilities  to  minimize 
 potential damages. 

 2.  Materials and Methods 

 HAZUS  (Hazards  United  States)  4.2  was  used  for 
 this  study,  and  this  program  works  with  ArcGIS 
 (Aeronautical  Reconnaissance  Coverage  Geographic 
 Information  System)  10.5.  To  analyze  flood  hazards 
 in  Gwinnett  County,  the  study  region  was  defined  and 
 the  watersheds  were  developed,  also  developing  a 
 stream  network  based  on  terrain’s  surface  data.  This 
 study  created  three  different  riverine  flooding 
 scenarios  by  giving  different  values  of  return  periods, 
 such  as  100  year  floods  (1%  annual  exceedance 

 probability),  200  year  floods  (0.5%  annual 
 exceedance  probability)  and  500  year  floods  (0.2% 
 annual  exceedance  probability).  After  creating 
 different  riverine  flooding  scenarios,  the  flood  depths 
 and  floodplains  for  three  different  return  periods  on 
 the  selected  reaches  in  the  study  area  were  calculated. 
 This  study  also  assesses  the  vulnerability  of  the  nine 
 wastewater  treatment  plants  and  three  electric  power 
 facilities  located  in  Gwinnett  County,  using  the 
 information of different locations. 

 2.1. Riverine Flooding in Gwinnett County 

 This  study  developed  a  stream  network  with 
 segments  of  1  square  mile,  which  were  used  for  the 
 hydrologic  analysis.  Figure  1  shows  the  terrain 
 surface  and  locations  of  three  electric  power  facilities 
 and  nine  wastewater  treatment  plants  in  Gwinnett 
 County.  A  total  of  three  different  riverine  flooding 
 scenarios  (100  years,  200  years  and  500  years  flood) 
 is  used  for  the  simulation  using  HAZUS.  Simulation 
 using  HAZUS  produced  flood  depths  and  floodplains 
 for  three  different  return  period  floods  on  the  selected 
 reaches  in  Gwinnett  County.  This  study  incorporated 
 the  information  of  locations  for  wastewater  treatment 
 plants  and  electric  power  facilities  which  should  be 
 protected  from  flooding  with  the  floodplains 
 delineated to investigate their vulnerabilities. 

 Figure 1. Terrain surface, and locations of electric power facilities and wastewater treatment plants in Gwinnett 
 County 
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 The  initial  water  elevation  is  required  to  run  the 
 Hurricane  Model  in  HAZUS,  and  the  HAZUS 
 manual  suggests  to  estimate  the  initial  water  level  by 
 using  NOAA  tide  forecasts,  plus  a  pre-storm  tidal 
 anomaly  (NOAA,  2013).  From  the  simulation,  the 
 averaged  water  levels  were  calculated  using  the 
 predicted  data  by  NOAA  during  the  Hurricanes  Irma 
 and  Michael.  The  difference  between  observed  and 
 predicted  tidal  elevations  (two  days  before  the 
 hurricane  landfall)  was  also  calculated  from  the 
 simulation.  The  predicted  and  observed  water 

 elevation  data  at  NOAA  Fort  Pulaski  station  was 
 used  because  this  station  was  available  to  store  tidal 
 elevation  data  during  Hurricane  Irma  and  Michael 
 near  the  affected  area.  Figures  2  and  3  represent  the 
 comparison  of  predicted  and  observed  tidal  elevations 
 at  NOAA  Fort  Pulaski  station  during  Hurricane  Irma 
 and Michael, respectively. 

 Tidal  water  surface  elevations  are  often  predicted 
 by  summing  a  series  of  cosine  tidal  constituents  using 
 Eq. (1). 

 𝞯  = H0 + A  1  cos(a  1  t + E  1  - k  1  ) + A  2  cos(a  2  t + E  2  -  k  2  ) + ….. + A  n  cos(a  n  t + E  n  - k  n  ).  (1) 
 where  𝞯  is the water surface elevation at any time,  H  0  is the height of mean water level above a selected  datum, 
 Ai  is the amplitude of constituent  i  , a  i  is the frequency  (speed) of constituent  i  ,  Ei  is the equilibrium argument  of 
 constituent  i  at  t  =0, and ki is the phase lag to the  maximum amplitude of constituent  i  . Speed is the  rate of 
 change in the phase of a constituent, expressed in degrees per hour; it is equal to 360 (degree) divided by the 
 constituent period expressed in hours (Ahn and Ronan, 2019). 

 Figure  2  represents  the  comparison  of  predicted 
 and  observed  tidal  elevations  during  Hurricane  Irma 
 (from  9/11/2017  to  9/12/2017)  at  the  Fort  Pulaski 
 NOAA  station.  The  averaged  predicted  tidal 
 elevation  during  Hurricane  Irma  was  found  to  be  3.63 
 feet,  and  the  difference  between  the  forecast  and  the 
 observed  water  level  (two  days  before  the  hurricane 
 landfall)  was  found  to  be  0.40  foot.  The  calculated 
 initial  water  level,  1.27  feet,  was  used  to  run  the 
 hurricane model of HAZUS. 

 Figure  2.  Comparison  of  predicted  and  observed  tidal 
 elevations during Hurricane Irma 

 Figure  3  shows  the  comparison  of  predicted  and 
 observed  tidal  elevations  during  Hurricane  Michael 
 (from  10/10/2018  to  10/12/2018)  at  the  Fort  Pulaski 
 NOAA  station.  The  averaged  predicted  tidal 
 elevation  during  Hurricane  Michael  was  found  to  be 
 0.190  foot,  and  the  difference  between  the  forecast 
 and  the  observed  water  level  (two  days  before  the 

 hurricane  landfall)  was  found  to  be  0.733  foot.  The 
 calculated  initial  water  level,  0.923  foot,  was  used  to 
 run  the  hurricane  model  of  HAZUS.  From  the  figure 
 2  and  figure3,  calculated  tidal  elevation  shows 
 differences  compare  to  observed  data,  since  tidal 
 height  is  calculated  based  on  tidal  constituents  as 
 seen  on  equation  (1).  However,  water  elevations  are 
 affected by wind and wave effects. 

 Figure  3.  Comparison  of  predicted  and  observed  tidal 
 elevations during Hurricane Michael 

 3.  Results 

 In  the  100-year  flooding  in  Gwinnett  County, 
 some  flooding  can  be  observed  at  the  rivers  in 
 Gwinnett  County,  especially  in  the  western  region  of 
 the  county.  Based  on  the  simulation,  it  was  identified 
 that  the  200-year  and  500-year  floods  do  not  have 
 noticeably  greater  impacts  than  that  of  the  100-year 
 flood.  The  results  of  the  simulation  are  clearly  shown 
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 in  Figures  4,  5,  and  6.  To  assess  the  vulnerable 
 critical  facility,  this  study  did  spatial  data  analysis 
 which  investigates  the  susceptible  location.  In  this 
 study,  flood  depth  is  the  independent  variables  and 
 inundated  area  is  dependent  variables.  The  highest 
 flood  depth  due  to  the  100-year  flood  is  found  to  be 

 63.852  feet,  even  though  the  200-year  flood  is  found 
 to  be  64.478  feet  and  the  500–year  flood  is  found  to 
 be  58.852  feet.  Applying  finer  resolution  for 
 employing  Digital  Elevation  Model  (DEM)  and 
 developing  stream  networks  will  improve  the 
 simulation. 

 Figure 4. 100-year Floodplain in Gwinnett County 

 Figure 5. 200-year Floodplain in Gwinnett County 
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 Figure 6. 500-year Floodplain in Gwinnett County 

 In  September  2009,  NOAA  reported  that  two 
 wastewater  pumping  stations  were  shut  down  and 
 wastewater  treatment  plants  were  also  flooded  during 
 that  time  (NOAA,  2013).  HAZUS  results  (Figures  4, 
 5,  and  6)  clearly  show  that  for  the  Gwinnett  County 
 floods,  eight  of  nine  wastewater  plants  are  located 
 near  a  major  stream  or  rivers  and  can  be  flooded  if 
 the  water  level  was  raised  by  the  storm  which  is 
 shown  at  the  figures.  The  Gwinnett  County  Yellow 
 River  Water  Pollution  Treatment  Plant  is  the  only 
 facility  that  is  considered  not  at  risk  of  flooding  since 
 this  facility  is  situated  at  a  far  enough  distance  from 
 the  major  stream.  All  three  electric  power  plants  are 
 not  affected  by  riverine  flooding  since  those  facilities 
 are  located  at  a  far  enough  distance  from  any  major 
 rivers. 

 4.  Conclusions 

 This  study  considered  historical  flooding  in  order 
 to  investigate  the  inundation  area  in  Gwinnett  County 
 in  order  to  aid  in  future  preparation  for  flood  related 
 natural  disasters  (i.e.,  hurricanes,  natural  disasters). 
 Evacuation  plans  can  also  be  built  by  using 
 inundation  maps  from  these  scenarios.  Due  to  eight 
 of  nine  wastewater  treatment  plants  in  Gwinnett 
 County  being  flooded  in  each  of  the  three  scenarios; 

 it  has  come  to  the  conclusion  that  all  the  essential 
 facilities,  especially  wastewater  treatment  plants  must 
 develop  plans  to  protect  themselves  from  flooding 
 and further damages. 

 For  future  studies,  fine  resolution  can  be  used  to 
 develop  stream  networks  and  employ  DEM  to  create 
 improved  simulation  results.  Also,  before  the 
 construction  of  wastewater  treatment  facilities  and 
 power  plants,  the  evaluation  and  preparation  of  types 
 of  best  management  practice  (BMP)  and  a 
 stormwater  pollution  prevention  plan  (SWPPP) 
 should  be  conducted  to  manage  stormwater  runoff 
 and  prevent  flooding  on  such  essential  facilities  to 
 minimize potential damages. 
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 Abstract 

 This  project  entailed  the  fabrication  of  a  versatile  PDMS  (polydimethylsiloxane)  microfluidic  device  to  detect 
 viruses  and  small  molecules.  Specifically,  this  device  implements  surface  detection  to  detect  virus  secreted 
 glycoproteins  and  small  molecules  using  a  gold  biosensor  which  is  integrated  into  a  PDMS  mold.  The  fabrication 
 procedure  for  this  device  is  innovative,  as  it  significantly  simplifies  the  traditional  process  of  PDMS  mold  making, 
 and  it  is  versatile  in  that  it  can  be  adapted  to  fabricate  different  microfluidic  devices  that  enable  several  other 
 detection  methods.  The  novel  and  simplified  approach  to  PDMS  mold  fabrication  developed  as  a  part  of  this 
 research  resulted  in  55%  reduction  in  lead  time  and  eliminated  the  need  for  a  plasma  cleaner,  decreasing  the  cost  of 
 production  by  at  least  $6000.  This  device  can  theoretically  be  used  to  detect  any  virus  provided  that  the  virus 
 secretes  a  glycoprotein,  and  there  is  a  commercially  available  compound  that  can  be  applied  to  bond  that 
 glycoprotein  to  the  gold  biosensor.  This  lab-on-a-chip  (LOC)  device  offers  several  benefits  -  versatility  in  detection 
 of  diverse  analytes,  small  sample  size  requirement,  increased  efficiency  (less  time  to  fabricate  the  device  and  quickly 
 scale  production  to  large  volumes),  lower  production  cost,  device  portability  in  the  field,  and  ease  of  use  for 
 healthcare professionals. 

 Keywords: Varroa destructor; Apis mellifera; mites; honey bees; essential oils; mist diffusion 

 1.  Introduction 

 Microfluidics  involves  the  design  and  study  of 
 devices  that  are  used  to  analyze  the  properties  of 
 fluids,  using  channels  measuring  from  tens  to 
 hundreds  of  micrometers  (Choi,  et  al.,  2013). 
 Microfluidics  is  not  only  revolutionizing  biological 
 approaches  for  DNA  and  enzymatic  analysis,  but  also 
 clinical  pathology.  Clinical  pathology  is  concerned 
 with  the  diagnosis  of  diseases,  as  well  as  the 
 detection of toxins or pathogens in the human body. 

 This  project  has  major  applications  in  clinical 

 pathology,  as  it  introduces  a  simpler,  time-efficient, 
 and  cost-efficient  procedure  to  fabricate  microfluidic 
 biosensing  devices  for  the  rapid  detection  of  viruses 
 and small molecules. 

 2.  Research Questions 

 A  microfluidic  chip  is  a  device  that  enables  a  tiny 
 amount  of  liquid  to  be  processed  or  visualized 
 (Abdelgawad,  et  al.,  2010).  Polydimethylsiloxane 
 (PDMS)  is  commonly  used  in  these  devices  due  to  its 
 transparency,  unique  rheological  properties,  and 
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 excellent  elasticity  that  are  suitable  for  constructing 
 microchannels and reaction chambers. 

 This project aimed to answer three questions: 
 1.  How  can  a  PDMS  microfluidic  device  be 

 fabricated  to  serve  as  a  versatile  biosensing 
 platform to detect viruses and small molecules? 

 2.  How  can  the  PDMS  to  substrate  bonding  process 
 be simplified? 
 a.  Bonding  is  an  essential  step  during 

 microfluidic  device  fabrication.  After  a 
 PDMS  mold  is  made,  it  must  be  bonded  to  a 
 glass  slide  usually  via  oxygen  plasma 
 bonding.  Oxygen  plasma  bonding  requires 
 the  use  of  a  plasma  cleaner,  and  the  bonding 
 process  is  error  prone.  One  of  the  objectives 
 of  this  project  was  to  simplify  this  bonding 
 process. 

 3.  How  can  the  process  of  making  PDMS 
 microwells be simplified? 
 a.  Usually,  microwells  are  made  by  punching 

 holes  into  the  PDMS  mold,  but  this  method 
 requires  additional  materials  and  the 
 microwells are harder to replicate. 

 3.  Materials and Methods 

 This  experiment  involved  a  three-part  procedure 
 based  on  prior  research  and  proprietary  to  Arizona 
 State  University  (Chan-Park,  et  al.,  2004; 
 Chikkaveeraiah,  et  al.,  2009;  Friend  and  Yeo,  2010; 
 Hardy,  et  al.,  2008;  Hongbin,  et  al.,  2009;  Natarajan, 
 et  al.,  2008;  Oh,  2008;  SadAbadi,  et  al.,  2013; 
 San-Miguel  and  Lu,  2013;  Subramani  and 
 Selvaganapathy, 2009; Zaytseya, et al., 2005)  : 

 1.  Fabrication of gold biosensor device 
 2.  Fabrication  of  PDMS  device  (PDMS  mold 

 making) 
 3.  Device validation (sensing) 

 First,  simulation  and  design  optimization  of  the 
 gold  biosensor  was  done  using  FDTD  simulation  in 
 LUMERICAL  software  (Figure  1).  The  biosensor 
 was  then  fabricated  and  involved  repetitive  sample 
 cleaning,  layer  depositions,  EBL  (electron-beam 
 lithography  for  drawing  microstructures),  and 
 inspection.  The  biosensor  detects  glycoproteins 
 which  are  found  on  the  surfaces  of  viruses.  Gold  (Au) 
 nanoparticles  help  increase  the  signal  strength  during 

 the  detection  process  due  to  their  high 
 surface-to-volume  ratio  and  conductivity.  Compatible 
 substances  such  as  streptavidin  and  biotin  are 
 necessary  for  bonding  glycoproteins  or  small 
 molecules  to  the  biosensor  for  downstream  signaling. 
 Streptavidin  is  a  biotin-binding  protein,  making 
 streptavidin-biotin  interactions  useful  for  bonding 
 molecules  in  surface  detection.  Other  biotin-binding 
 substances,  such  as  avidin,  could  also  potentially  be 
 used as an alternative. 

 Figure  1:  Schematic  of  the  gold  NP  (nanoparticle)- 
 based biosensor 

 During  the  PDMS  mold  making  step,  an  empty 
 paper  bowl  was  first  weighed  and  PDMS  was  poured 
 into  the  bowl.  The  bowl  was  weighed  again  to 
 determine  the  mass  of  the  PDMS.  Using  a  1000  µL 
 pipette,  a  curing  agent  was  added  to  the  bowl  (1:10 
 ratio  of  curing  agent  to  PDMS)  and  the  mixture  was 
 stirred  vigorously  for  5  minutes.  The  bowl  was 
 placed  into  a  desiccator  for  ~35  minutes  to  remove 
 air  bubbles  from  the  mixture.  A  large  glass  slide  was 
 cleaned  with  acetone,  isopropyl  alcohol,  and  DI  water 
 and  it  was  placed  in  an  empty  petri  dish  lid.  Four  20 
 mL  scintillation  vials  (lids  removed)  were  obtained 
 (alternatively,  glass  O-rings  may  also  be  used).  A 
 new  glass  slide  (76  x  26  x  1mm)  was  cleaned  with 
 acetone,  isopropyl  alcohol,  and  DI  water.  Using  a 
 plastic  dropper,  2-3  drops  of  the  PDMS  was  added 
 onto  the  glass  slide.  The  rim  of  each  vial  was 
 lubricated  with  PDMS  and  attached  to  the  large  glass 
 slide  within  the  petri  dish.  The  vials  were  bonded  to 
 the  glass  slide  by  curing  the  PDMS  for  30  minutes  at 
 ~90  o  C  and  the  degassed  PDMS  was  poured  into  the 
 petri  dish.  The  PDMS  was  cured  again  for  90  minutes 
 at  ~90  o  C.  After  the  final  curing  step,  the  vials  were 
 carefully  removed  to  ensure  there  was  no  PDMS 
 leakage (Figure 2). 
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 Figure 2: Final curing step for the device 

 4.  Results 

 The  final  step  was  to  validate  the  device 
 capability  and  sensitivity  through  a  reflection 
 simulation  using  an  Olympus  light  microscope  and 
 spectrometer  to  determine  whether  the 
 microstructures  within  the  biosensors  were  properly 
 functioning  (a  picture  of  the  final  product  could  not 
 be  taken  as  the  laboratory  was  closed  immediately 
 after  completion  of  the  experiment  due  to  the  ongoing 
 COVID-19  pandemic).  Figure  3  shows  a  schematic 
 of the reflection measurement setup. 

 The  reflection  simulation  provided  quantitative 
 data  on  each  biosensor  that  was  tested  to  show  their 
 respective  sensitivities.  Reflection  measurements  for 
 each  biosensor  were  taken  in  water  and  thiol  to  test 
 their  detection  capability.  Water  was  used  as  the 
 control  substance,  while  thiolated  biomolecules  were 

 used  as  the  compatible  ligand  for  testing  surface 
 detection.  A  thiol  is  classified  as  any  compound 
 containing  a  sulfhydryl  functional  group,  and  it  was 
 used  in  this  experiment  as  it  is  commonly  found  in 
 small  molecules  and  proteins.  The  reflection 
 simulation  revealed  that  the  biosensors  functioned 
 properly  and  were  able  to  detect  thiolated 
 biomolecules  according  to  the  wavelength  data.  Table 
 1 displays the quantitative test results. 

 Figure 3. Schematic showing the setup of the 
 experimental spectrum measurement 

 reflection measurement using the white light 
 source. Measurements were taken using this 
 technique. 

 alternative reflection measurement technique 
 using laser source and 10x objective lens. 

 alternative reflection measurement technique 
 using laser source and parabolic mirror. 

 data from reflection simulation (for all 
 measurement techniques) is retrieved using a 
 spectrometer. 

 Table  1:  Table  of  reflection  wavelengths  in  nanometers  for  each  biosensor  in  water  (control)  and  thiol 
 (experimental). These results were received from the reflection measurement analysis. 

 Array 1  Array 2  Array 3  Array 4  Array 5  Array 6  Array 7  Array 8 

 Water  695.524  722.058  732.123  776.308  693.369  739.514  727.093  778.426 
 Thiol  696.627  735.118  737.996  783.265  697.675  742.056  732.45  783.265  Avg Peak Shift  Error 

 Peak  Shift  1.103  13.06  5.873  6.957  4.306  2.542  5.357  4.839  5.504625  1.26337 

 Ideally,  when  measurements  are  taken  in  water 
 and  thiol,  the  peak  reflection  wavelengths  for  thiol 
 should  be  higher  when  compared  to  water. 
 Furthermore,  the  wavelength  peak  shift  from  water  to 
 thiol  should  be  positive  for  each  sample  array, 
 indicating  a  relatively  higher  reflection  wavelength 
 for  thiol.  As  shown  in  table  1,  results  from  the 
 analysis  correctly  displayed  a  positive  peak  shift  for 
 all  arrays  with  an  average  peak  shift  of  ~5.505 

 nanometers,  thus  indicating  that  the  biosensors 
 functioned  properly.  On  a  graph,  the  curve 
 representing  the  wavelengths  when  measurements  are 
 taken  in  thiol  should  be  shifted  slightly  to  the  right  of 
 the  curve  representing  the  measurements  taken  in 
 water.  This  shift  is  also  indicated  numerically  in 
 Table  1.  Figure  4  provides  a  visualization  of  the  data 
 shown above. 
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 Figure 4: Graphs show the comparison of average peak shifts in wavelength for each biosensor when tested in water 
 (control) and thiol (experimental) 

 Figure  4  once  again  shows  that  all  eight  of  the 
 gold  nanoparticle-based  biosensors  exhibited 
 appropriate  reflectance  wavelengths  for 
 measurements  taken  in  thiol  and  water.  The 
 experimental  conditions  were  identical  for  all  sample 
 arrays,  as  the  sole  intention  of  the  reflectance 
 measurement  analysis  was  to  validate  the  biosensors’ 
 reliability  in  detecting  compatible  biomolecules.  As 
 shown,  the  average  peak  wavelength  for 
 measurements  in  thiol  (represented  by  the  yellow 
 curve)  is  greater  than  the  average  peak  wavelength 
 for  the  measurements  in  water  (represented  by  the 
 blue  curve).  These  results  are  consistent  for  all 
 biosensors  that  were  tested,  thus  validating  their 
 detection capability. 

 Regarding  fabrication  process  and  outcome,  the 
 device  exhibited  no  PDMS  leakages,  and  using  the 
 newly  optimized  procedure,  two  functional  PDMS 
 molds  were  produced  within  the  span  of  ~5  hours  by 
 one  experimenter.  Traditionally,  this  process  would 
 have  taken  ~11  hours,  indicating  that  this  modified 
 procedure  resulted  in  a  55%  increase  in  efficiency. 
 Based  on  prior  empirical  data,  this  device  can  detect 

 the  Ebola  virus,  as  well  as  the  small  molecule 
 cannabidiol (CBD, a natural compound in marijuana). 

 5.  Discussion 

 This  device  falls  in  the  category  of  lab-on-a-chip 
 (LOC)  devices  that  integrate  one  or  several 
 laboratory  functions  on  a  single  highly  miniaturized 
 device.  It  offers  many  benefits,  such  as  a  simpler  and 
 faster  fabrication  process,  higher  efficiency  in 
 detection,  lower  cost  for  production,  and  small 
 sample  size  requirement  for  detecting  viruses  or 
 small  molecules.  This  device  can  potentially  detect 
 any  virus  if  the  virus  produces  glycoproteins,  and 
 there  exists  a  molecule  that  can  indirectly  bond  the 
 glycoprotein  to  the  gold  biosensor.  Therefore,  this 
 device  is  theoretically  capable  of  detecting  the 
 influenza  virus,  hepatitis  C  virus,  SARS-CoV,  and 
 even the novel COVID-19. 

 The  improvement  and  production  of  these 
 microfluidic  devices  also  deliver  several  marketing 
 and  economic  benefits.  For  example,  the  wide-scale 
 production  of  these  devices  can  take  place  with  lower 
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 cost  requirements:  by  eliminating  the  use  of  a  plasma 
 cleaner  in  the  PDMS  mold-making  process, 
 manufacturers  are  able  to  avoid  an  additional  expense 
 of  at  least  $6000.  Additionally,  the  increased 
 versatility  associated  with  this  biosensing  platform 
 allows  it  to  be  easily  modified,  which  could  be  a 
 potential  asset  when  used  in  response  to  outbreaks 
 caused by newly discovered viruses. 
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 Abstract 

 The  meme  stock  phenomenon,  which  began  in  January  of  2021,  saw  several  different  stocks  of  companies  like 
 GameStop,  AMC,  and  BlackBerry  surge  in  growth  exponentially.  Many  of  the  questions  that  arose  from  this 
 fascinating  event  have  already  been  addressed,  but  there  is  one  that  has  yet  to  be  answered:  To  what  extent  did  the 
 growth  of  meme  stocks  correlate?  Data  from  historical  quotes  of  seven  different  meme  stocks  were  used  in  order  to 
 perform  a  regression  analysis,  thereby  providing  the  adequate  resources  to  find  the  extent  to  which  the  growth  of  the 
 seven  meme  stocks  correlated.  SPSS  was  used  in  order  to  perform  the  regression  analysis,  and  significant  figures 
 that  resulted  from  said  analysis  were  noted.  With  such  a  new  area  of  study,  it  is  difficult  to  encapsulate  all  elements 
 of  the  phenomenon,  but  using  the  available  data,  these  findings  show  that  the  growth  of  meme  stocks  is  indeed 
 correlated, but there are some exceptions that are indeed notable. 

 Keywords: Math, Statistics, Stocks, Regression 

 1.  Introduction 

 The  United  States  stock  market  has  existed  since 
 the  late  18th-century  and  has  witnessed  significant 
 upturns  and  downturns  throughout  its  220-year 
 history  (Terrell,  n.d.).  The  Great  Stock  Market  Crash 
 of  1929,  for  example,  saw  stocks  in  the  New  York 
 Stock  Exchange  plummet,  causing  the  biggest 
 economic  recession  since  the  market’s  conception. 
 Then,  the  Golden  Age  of  Capitalism,  fueled  greatly 
 by  the  wartime  economic  boom  during  World  War  II, 
 saw  stock  prices  gradually  rise,  thereby  signaling 
 economic  upturn.  During  the  2008  housing  bubble 
 crisis,  stock  prices  fell  yet  again  due  to  subprime 
 mortgages  and  defaulting  on  loans.  Most  recently,  the 
 coronavirus  pandemic  in  early  2020  caused  stock 

 prices  to  fall  tremendously,  leading  to  the  worst 
 economic  recession  since  the  Great  Depression. 
 However,  as  the  economy  began  to  slowly  recover, 
 young  adults  became  far  more  interested  in  the  stock 
 market  and  cryptocurrency  than  ever  before,  thanks 
 to  new,  accessible  pathways  like  Robinhood  and 
 NFTs,  or  non-fungible  tokens.  With  this  drastic 
 increase  in  accessibility  to  the  stock  market  to  the 
 younger  generation,  a  new  kind  of  stock  rose  to 
 prominence: meme stocks (Tepper, 2021). 

 Meme  stocks  originated  from  the  Reddit  forum 
 known  as  “WallStreetBets,”  in  which  members 
 discuss  stock  and  option  trading  (Tepper,  2021). 
 These  meme  stocks  have  high  short  interest  and  are 
 highly  volatile  stocks  that  these  WallStreetBets 
 traders  selected  as  potential  candidates  for  significant 
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 growth  (Ponczek,  2021).  Examples  of  these  meme 
 stocks  include  the  likes  of  GameStop,  BlackBerry, 
 Bed  Bath  and  Beyond,  AMC  Entertainment,  Nokia, 
 Koss,  and  Express  (Tepper  2021).  These  seven 
 companies  are  the  meme  stocks  that  will  be  examined 
 in  this  research  project.  Now,  a  question  may  be: 
 Why  are  these  companies  considered  to  be  “meme 
 stocks?”  There  are  various  reasons,  but  the  most 
 salient  reason  is  that  these  companies  are  popular  in 
 something  commonly  known  as  “meme  culture”  and 
 amongst  younger  generations.  For  example, 
 GameStop,  AMC,  BlackBerry,  and  Nokia  used  to  be 
 extremely  popular  during  the  2000s  and  early  2010s. 
 However,  GameStop  now  faces  heavy  competition 
 from  online  video  game  retailers,  streaming  services 
 like  Netflix  and  Hulu  caused  AMC’s  revenue  to 
 gradually  decline.  In  addition,  lockdown  orders 
 caused  by  the  COVID-19  pandemic  also  exacerbated 
 AMC’s  decline  whilst  accelerating  the  growth  of  the 
 aforementioned  streaming  services.  Tech  giants  like 
 Apple  and  Samsung  nearly  drove  BlackBerry  and 
 Nokia  out  of  the  cell  phone  industry.  In  fact, 
 according  to  S&P  Global,  Netflix  experienced  its  first 
 ever  cash-flow-positive  year,  raking  in  approximately 
 $1.9  billion  in  2020  (Akins,  2021).  Meanwhile,  in 
 2020,  AMC  warned  its  investors  that  it  could  exhaust 
 its  cash  holdings  as  a  result  of  the  coronavirus 
 pandemic  and  fierce  competition  from  streaming 
 services  like  Netflix,  clearly  showing  how  much  of 
 an  impact  new  competition  has  had  on  these  meme 
 stocks  (Akins,  2021).  Therefore,  participants  in  the 
 aforementioned  forum  “r/WallStreetBets”  chose  these 
 companies  because  of  the  fact  that  they  used  to  be  so 
 popular  amongst  their  generation  and  are  now  facing 
 bankruptcy (Backman, 2021). 

 Ultimately,  the  driving  question  of  this  research 
 project  is:  Do  meme  stocks  move  together?  More 
 specifically,  are  AMC  and  GME’s  stock  growth 
 correlated?  To  uncover  a  clear  answer  to  this  query, 
 regression  analysis  is  used  to  find  the  extent  to  which 
 the  meme  stocks  are  correlated  from  historical  quotes 
 from  each  of  the  seven  meme  stocks:  GameStop, 
 BlackBerry,  AMC,  Bed  Bath  and  Beyond,  Nokia, 
 Express, and Koss. 

 2.  Materials and Methods 

 Regression  analysis  is  one  of  the  fundamental  and 
 most  important  concepts  within  the  realm  of 
 statistics.  It  can  be  utilized  in  many  ways,  ranging 
 from  an  analysis  of  a  high-school  science  experiment 
 to  asset  pricing  in  financial  economics.  It  allows 
 researchers  and  statisticians  to  understand  which 
 certain  independent  variables,  or  inputs,  have  an 
 impact  on  the  dependent  variable,  or  output.  Using 
 regression  analysis,  they  can  know  which 
 independent  variables  should  be  noted,  which  can  be 
 ignored,  how  these  independent  variables  interact 
 with  one  another,  and  the  degree  of  certainty  of  each 
 independent  variable’s  impact  on  the  dependent 
 variable. 

 In  this  specific  research  project,  utilize  historical 
 quotes  from  the  aforementioned  meme  stocks  dating 
 back  from  January  2021  to  July  2021,  thereby 
 encompassing  the  time  period  in  which  these  meme 
 stocks  saw  a  surge  in  growth.  These  historical  quotes 
 were  downloaded  from  MarketWatch  and  Nasdaq  in 
 the  form  of  csv  files,  which  were  then  imported  into 
 Google  Sheets  for  easier  usability  (MarketWatch  and 
 Nasdaq,  2021).  Use  the  open,  close,  high,  and  low 
 prices  as  well  as  the  total  trading  volume  for  every 
 day  between  said  time  period,  and  this  data  will  be 
 averaged  to  create  specific  independent  variables  for 
 our  research  project.  Therefore,  the  independent 
 variables  are  quantitative.  The  dependent  variable  is 
 also  linear  because  it  essentially  provides  the  extent 
 to  which  the  meme  stocks  are  correlated  by 
 producing  numerical  evidence.  This  kind  of 
 regression  is  known  as  a  linear  regression,  and 
 because  we  will  be  utilizing  multiple  independent 
 variables  and  only  one  dependent  variable,  it  is  also  a 
 multiple  regression.  Therefore,  the  type  of  regression 
 we  will  be  using  is  the  multiple  linear  regression.  In 
 our  experiment,  the  dependent  variable  is  the  close 
 price  of  GameStop  whilst  the  independent  variables 
 are  the  open,  close,  high,  and  low  prices  as  well  as 
 the  volume  of  each  meme  stock,  which  amounts  to 
 one dependent variable and 34 independent variables. 

 In  order  to  perform  said  multiple  linear 
 regression,  SPSS  will  be  used,  also  known  as 
 Statistical  Package  for  the  Social  Sciences.  SPSS,  a 
 statistical  software  platform  created  by  IBM,  allows 
 users  to  better  understand  and  find  specific  patterns  in 
 complex  datasets,  and  with  historical  quotes  datasets 

 78 



 J. Res. HS  Vol. 2022 (1) 77 - 85 

 with  thousands  of  individual  data  points,  SPSS  is 
 extremely  useful  (Laerd,  2018).  After  transferring  the 
 data  collected  from  MarketWatch  into  SPSS,  check 
 specifically  for  collinearity  by  conducting  collinearity 
 diagnostics.  Essentially,  run  a  test  to  observe  how 
 closely  related  the  independent  variables  within  our 
 experiment  are.  Ultimately,  there  should  be  as  little 
 collinearity as possible to ensure accurate results. 

 Then,  assumptions  testing  needs  to  be  performed 
 (Laerd,  2018).  Firstly,  in  order  to  have  independence 
 of  observations,  check  the  Durbin-Watson  statistic, 
 which  should  be  included  in  the  model  summary  of 
 the  regression.  If  the  Durbin-Watson  statistic  is 
 greater  than  1.5  and  less  than  2.5,  which  means  that 
 there  is  little  to  no  autocorrelation  in  the  sample 
 (Laerd, 2018) (Hayes, 2019). 

 Another  aspect  of  the  regression  to  check  is 
 whether  or  not  there  is  a  linear  relationship  between 
 the  dependent  variable  and  each  independent  variable 
 (Laerd,  2018).  In  order  to  find  this  out,  use  the  P-P 
 plot  created  with  the  regression  in  which  the  data 
 points  should  follow  the  line  of  best  fit  closely.  The 
 P-P  plot  essentially  measures  the  closeness  of  two 
 data  sets,  and  it  reveals  information  about  the 
 skewness  of  the  data  set  (ScienceDirect)  (NIST, 
 2019). 

 This  leads  conveniently  into  the  next  assumption 
 test,  which  regards  the  presence  of  significant  outliers 
 in  the  data  (Laerd,  2018).  There  should  be  no 
 significant  outliers  in  the  data,  and  skewness  helps 
 determine whether or not they exist (Laerd, 2018). 

 In  addition,  the  data  must  not  show 
 heteroscedasticity  and,  in  turn,  should  show 
 homoscedasticity  (Laerd,  2018)  (LibreTexts,  2017). 
 In  order  to  determine  this,  use  the  scatterplot 
 generated  by  SPSS  Statistics.  A  scatterplot  that 
 shows  little  to  no  heteroscedasticity  is  one  in  which 
 the  data  points  are  distributed  in  some  sort  of  pattern 
 or  shape,  most  likely  along  a  line,  whilst  a  scatterplot 
 that  shows  heteroscedasticity  is  one  in  which  the  data 
 points  do  not  have  a  discernible  pattern  or  shape 
 (LibreTexts, 2017). 

 Another  assumption  test  regards  the  presence  of 
 multicollinearity,  which  was  discussed  earlier.  6 

 Lastly,  check  if  the  residuals  are  distributed  normally 
 (Laerd,  2018).  One  way  to  determine  this  is  by 
 analyzing  the  histogram  generated  by  SPSS  Statistics. 

 The  histogram  should  follow  normal  distribution, 
 which  is  also  known  as  the  bell  curve.  Kurtosis  can 
 measure  to  find  out  the  extent  to  which  the  data 
 follows normal distribution (NIST, 2019). 

 In  addition  to  this  assumption  testing,  use  the 
 f-statistic,  which  helps  determine  if  the  means  of  two 
 datasets  are  significantly  different,  which  can  also 
 determine  the  p-value.  (ScienceDirect).  The  p-value 
 is  useful  because  it  measures  the  probability  of 
 getting  a  result  at  least  as  extreme  as  the  actual  result 
 (Tanha and Janani, 2017). 

 Table 1: List of Variables Involved 
 Variable  Description 

 GME_ 
 Close/Last 

 The  dependent  variable  and  the  close 
 price of GameStop. 

 GME_ 
 Open 

 An  independent  variable  and  the  open 
 price of GameStop. 

 GME_ 
 High 

 An  independent  variable  and  the  high 
 price of GameStop. 

 GME_ 
 Low 

 An  independent  variable  and  the  low 
 price of GameStop. 

 GME_ 
 Volume 

 An  independent  variable  and  the  number 
 of shares traded of GameStop. 

 AMC_ 
 Close/Last 

 An  independent  variable  and  the  close 
 price of AMC. 

 AMC_ 
 Open 

 An  independent  variable  and  the  open 
 price of AMC. 

 AMC_ 
 High 

 An  independent  variable  and  the  high 
 price of AMC. 

 AMC_ 
 Low 

 An  independent  variable  and  the  low 
 price of AMC. 

 AMC_ 
 Volume 

 An  independent  variable  and  the  number 
 of shares traded of AMC. 

 BB_ 
 Close/Last 

 An  independent  variable  and  the  close 
 price of BlackBerry. 

 BB_ 
 Open 

 An  independent  variable  and  the  open 
 price of BlackBerry. 

 BB_ 
 High 

 An  independent  variable  and  the  high 
 price of BlackBerry. 

 BB_ 
 Low 

 An  independent  variable  and  the  low 
 price of BlackBerry. 

 BB_ 
 Volume 

 An  independent  variable  and  the  number 
 of shares traded of BlackBerry. 

 BBBY_ 
 Close/Last 

 An  independent  variable  and  the  close 
 price of Bed Bath and Beyond. 

 BBBY_ 
 Open 

 An  independent  variable  and  the  open 
 price of Bed Bath and Beyond. 

 BBBY_ 
 High 

 An  independent  variable  and  the  high 
 price of Bed Bath and Beyond. 

 79 



 J. Res. HS  Vol. 2022 (1) 77 - 85 

 BBBY_ 
 Low 

 An  independent  variable  and  the  low 
 price of Bed Bath and Beyond. 

 BBBY_ 
 Volume 

 An  independent  variable  and  the  number 
 of shares traded of Bed Bath and Beyond. 

 KOSS_ 
 Close/Last 

 An  independent  variable  and  the  close 
 price of Koss. 

 KOSS_ 
 Open 

 An  independent  variable  and  the  open 
 price of Koss. 

 KOSS_ 
 High 

 An  independent  variable  and  the  high 
 price of Koss. 

 KOSS_ 
 Low 

 An  independent  variable  and  the  low 
 price of Koss. 

 KOSS_ 
 Volume 

 An  independent  variable  and  the  number 
 of shares traded of Koss. 

 NOK_ 
 Close/Last 

 An  independent  variable  and  the  close 
 price of Nokia. 

 NOK_ 
 Open 

 An  independent  variable  and  the  open 
 price of Nokia. 

 NOK_ 
 High 

 An  independent  variable  and  the  high 
 price of Nokia. 

 NOK_ 
 Low 

 An  independent  variable  and  the  low 
 price of Nokia. 

 NOK_ 
 Volume 

 An  independent  variable  and  the  number 
 of shares traded of Nokia. 

 EXPR_ 
 Close/Last 

 An  independent  variable  and  the  close 
 price of Express. 

 EXPR_ 
 Open 

 An  independent  variable  and  the  open 
 price of Express. 

 EXPR_ 
 High 

 An  independent  variable  and  the  high 
 price of Express. 

 EXPR_ 
 Low 

 An  independent  variable  and  the  low 
 price of Express. 

 EXPR_ 
 Volume 

 An  independent  variable  and  the  number 
 of shares traded of Express. 

 3.  Results 

 Before  discussing  the  results,  one  of  the  most 
 important  tests  is  the  collinearity  diagnostics  test, 
 which  essentially  runs  a  test  across  the  independent 
 variables  that  finds  the  extent  to  which  variables  have 
 a  relationship.  In  the  end,  the  collinearity  should  be 
 low,  fulfilling  the  meaning  of  “independent  variable”. 
 Remember,  the  dependent  variable  is  the  close  price 
 of  GameStop,  and  the  independent  variables  are  the 
 close,  open,  high,  and  low  prices  as  well  as  the 
 volume of the other seven meme stocks. 

 Figure  1.  Histogram  of  multiple  linear  regression  for 
 AllClose,  a  compilation  of  all  “close”  prices  of  the 
 meme stocks 

 Histograms  represent  the  distortion  or  asymmetry 
 of  normal  distribution,  also  known  as  kurtosis  (NIST, 
 2019).  Although  kurtosis  and  skewness  may  be 
 similar,  the  main  distinction  is  that  kurtosis  measures 
 variation  within  the  same  tail,  whilst  skewness 
 measures  variation  between  opposite  tails  (NIST, 
 2019).  The  kurtosis  value  is  determined  by  the  extent 
 to  which  the  chart  is  peaked  or  flattened  in 
 comparison  to  the  normal  distribution,  which  is  the 
 typical  bell  curve  outlined  in  the  chart  (NIST,  2019). 
 The  data  above  (Figure  1)  follows  the  bell  curve 
 relatively  well,  but  there  is  a  significant  outlier  just 
 before  the  peak  of  the  bell  curve.  The  standard 
 deviation,  0.980,  which  is  relatively  low,  shows  that 
 the above data is not very spread out. 

 Figure  2.  Normal  P-P  plot  of  multiple  linear 
 regression  for  AllClose,  a  compilation  of  all 
 “close” prices of the meme stocks 
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 P-P  plots  tell  us  about  the  skewness  of  data 
 (ScienceDirect)  Here,  in  the  above  graph  (Figure  2), 
 the  P-P  plot  is  not  very  varied,  and  there  are  no 
 significant  outliers.  This  means  that  the  skewness  is 
 near 0 (ScienceDirect). 

 Figure  3.  Scatterplot  of  GME  close  variable  in 
 multiple  linear  regression  predicted  vs.  residual 
 values  for  AllClose,  a  compilation  of  all  “close” 
 prices of the meme stocks. 

 Scatterplots  tell  us  about  the  heteroscedasticity  of 
 data,  which  is  when  the  standard  deviation  of  a 
 specific  variable  differs  overtime,  which  could  be 
 over  different  periods  of  time  or  different  values  of 
 independent  variables  (LibreTexts,  2017). 
 Essentially,  heteroscedasticity  is  in  regards  to  data 
 that  has  unequal  variability,  or  scatter.  The  plot 
 typically  follows  a  cone  shape,  with  the  base  facing 
 in  the  positive  x-direction.  In  the  above  graph  (Figure 
 3),  the  data  is  rather  varied,  showing  little  correlation 
 or  patter 

 Figure  4.  Histogram  of  multiple  linear  regression  for 
 GMEElse,  a  compilation  of  data  specifically 
 comparing GameStop and AMC 

 In  this  histogram  (Figure  4),  the  kurtosis  is  greater 
 than  0  due  to  the  fact  that  the  chart  is  peaked  far 
 above  the  peak  of  the  bell  curve,  or  the  normal 
 distribution.  This  means  that  the  data  is  leptokurtic. 
 The  standard  deviation  is  relatively  low,  0.986, 
 meaning that the data is not very spread out. 

 Figure  5.  Normal  P-P  plot  of  multiple  linear 
 regression  for  GMEElse,  a  compilation  of  data 
 specifically comparing GameStop and AMC. 

 This  P-P  plot  (Figure  5)  is  more  varied  than  the 
 AllClose  P-P  plot,  which  means  that  the  skewness  is 
 higher.  The  distribution  between  the  two  samples 
 differs,  as  the  points  deviate  from  the  45  degree  line 
 (x=y). 

 Figure  6.  Scatterplot  of  GME  close  variable  in 
 multiple  linear  regression  predicted  vs.  residual 
 values  for  GMEElse,  a  compilation  of  data 
 specifically comparing GameStop and AMC. 
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 This  scatterplot  (Figure  6)  shows 
 heteroscedasticity  due  to  the  fact  that  the  data  is 
 relatively  scattered,  and  the  plot  follows  a  cone 
 shape. 

 Within  this  research  project,  there  are  multiple 
 independent  variables  and  one  dependent  variable 
 that  we  will  be  observing  during  the  regression 
 analysis.  The  quantitative  independent  variables  are 
 as  follows:  the  open,  close,  high,  and  low  prices  of 
 GameStop  and  AMC  averaged  over  a  specific  time 
 period. 

 Before  discussing  the  details  about  each 
 regression,  it  is  imperative  that  the  variables  involved 
 in  each  regression  are  known.  The  first  and  largest 

 regression,  the  AllElse  regression,  includes  the 
 dependent  variable,  GME_Close/Last,  and  all  34 
 independent  variables  mentioned  in  Table  1.  The 
 second  regression,  GMEElse,  is  more  of  an  internal 
 comparison  between  the  variables  that  relate  to 
 GameStop,  which  includes  the  dependent  variable, 
 GME_Close/Last,  and  four  independent  variables: 
 GME_Open,  GME_High,  GME_Low,  and 
 GME_Volume.  Lastly,  the  third  regression,  AllClose, 
 includes  all  variables  related  to  the  close  price  of  the 
 meme  stocks:  GME_Close/Last  as  the  dependent 
 variable  and  six  other  close  price  variables  for  each 
 meme stock as the independent variables. 

 Table 2. Model Summary for AllElse 

 Model  R  R Square  Adjusted R Square  Std. Error of the 
 Estimate  R Square Change 

 1  .998  .996  .994  $5.34795  .996 

 Model  F Change  df1  df2  Sig. F Change  Durbin-Watson 
 1  763.029  34  115  <.001  2.066 

 Table 3. Model Summary for GMEElse 

 Model  R  R Square  Adjusted R Square  Std. Error of the 
 Estimate  R Square Change 

 1  .990  .980  .979  $10.21659  .980 

 Model  F Change  df1  df2  Sig. F Change  Durbin-Watson 
 1  1748.772  4  145  <.001  2.305 

 Table 4. Model Summary for AllClose 

 Model  R  R Square  Adjusted R Square  Std. Error of the 
 Estimate  R Square Change 

 1  .890  .791  .783  $32.96648  .791 

 Model  F Change  df1  df2  Sig. F Change  Durbin-Watson 
 1  90.460  6  143  <.001  .500 

 Above  are  the  model  summaries  for  each 
 regression.  They  list  all  the  important  values, 
 including  the  likes  of  the  R-squared  value,  which 
 measures  the  extent  to  which  the  dependent  variable 
 varies  based  on  the  independent  variable(s);  p-value, 
 which  is  the  probability  of  having  test  results  at  least 
 as  extreme  as  the  actual  results,  assuming  that  the 
 null  hypothesis  is  correct;  and  the  degrees  of 
 freedom,  which  are  the  numbers  of  independent 

 entities  of  information  that  went  into  calculating  the 
 estimate (Laerd, 2018). 

 The  r-squared  value,  which  is  also  the  square  of 
 the  Pearson  correlation  coefficient,  represents  the 
 closeness  of  the  data  plotted  against  the  line  of  best 
 fit  (Laerd,  2018).  A  statistically  significant  r-squared 
 value  is  usually  0.8  or  above,  which  shows 
 significant  correlation  between  the  data  and  the  line 
 of  best  fit  (Laerd,  2018).  However,  any  r-squared 
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 value  greater  than  0.7  shows  that  the  data  is  strongly 
 correlated,  whilst  an  r-squared  value  less  than  0.3 
 shows  that  the  data  is  not  strongly  correlated  (Laerd, 
 2018).  In  both  the  AllElse  and  Else  regressions 
 (Table  2,  Table  3),  the  r-squared  values  are 
 statistically  significant,  as  they  are  0.996  and  0.980, 
 respectively.  However,  the  r-squared  value  for  the 
 AllClose  regression  (Table  4)  is  not  statistically 
 significant  due  to  the  fact  that  the  r-squared  value  is 
 less  than  0.8.The  statistical  implication  of  a 
 statistically  significant  r-squared  value  is  that  the 
 dependent  variable  is  closely  related  to  the 
 independent  variables.  So,  why  is  the  r-squared  value 
 so high for these two regressions? 

 4.  Discussion 

 The  first  regression,  also  known  as  the  AllElse 
 regression,  exhibits  a  very  high  r-squared  value, 
 0.996.  This  is  significant  because  it  shows  that  the 
 correlation  between  the  dependent  variable,  the 
 closing  price  of  the  GameStop  stock,  is  very  closely 
 correlated  to  the  36  other  independent  variables, 
 which  include  the  high,  low,  open,  and  close  prices  as 
 well  as  the  volume  of  the  other  meme  stocks,  as  an 
 r-squared  value  of  1  means  that  the  dependent  and 
 independent  variables  are  perfectly  correlated  (Laerd, 
 2018).  From  the  correlations  table,  there  are  some 
 independent  variables  that  are  more  closely  correlated 
 than  others.  Examples  of  this  phenomenon  include 
 very  close  correlations  between  independent 
 variables  of  the  same  meme  stock,  like  the  correlation 
 between  the  high  and  low  prices  of  BlackBerry.  In 
 addition  to  these  correlations,  however,  there  are 
 others  that  are  not  of  the  same  meme  stock:  an 
 example  of  this  is  how  the  GameStop  open  price  is 
 closely  correlated  to  the  Koss  low  price  and  the 
 Express  close,  open,  high,  and  low  prices,  with 
 Pearson  correlation  values  (r  values)  of  0.851,  0.813, 
 0.831,  0.905,  and  0.793,  respectively.  There  are  also 
 statistically  significant  variables  that  can  be 
 determined  from  the  correlations  table.  As  a  result, 
 these  findings  show  that  our  assumptions  were  true: 
 the  seven  meme  stocks  do  move  together  and  behave 
 similarly.  However,  the  real  question  regards  what 
 actually  causes  these  seven  meme  stocks  to  move 
 together.  This  question  will  be  answered  in  the 

 second and third regressions. 
 The  second  regression,  also  known  as  the  GME 

 Else  regression,  includes  several  important  values: 
 R-Squared  =  0.980,  Adjusted  R-Squared  =  0.979,  df1 
 =  4,  df2  =  145,  Sig.  F-Change  <  0.001,  and  the  GME 
 High  Unstandardized  b  =  0.406.  The  adjusted 
 R-Squared  adjusts  for  the  bias  of  R-Squared,  which  is 
 usually  an  overestimate  due  to  the  large  number  of 
 predictor,  or  independent,  variables,  and  the  small 
 sample  size.  The  df  values,  also  known  as  the  degrees 
 of  freedom,  represent  the  number  of  pieces  of 
 information  that  contributed  to  the  calculation  of  the 
 estimate.  The  F-Change  value  is  the  R-Squared 
 change  tested  by  an  F-Test,  which  helps  determine 
 the  model  of  best  fit  for  a  certain  population  from  the 
 original  dataset  (ScienceDirect).  A  significant 
 F-Change,  which  is  less  than  0.005,  means  that  the 
 prediction  was  greatly  improved  by  the  predictor 
 variables  added.  Finally,  the  unstandardized  B  is  the 
 slope  of  the  line  of  regression  (UCLA).  Ultimately, 
 the  data  is  going  down  because  the  low  price,  which 
 is  the  lowest  price  of  a  certain  trading  day,  is  closely 
 correlated  with  the  closing  price,  so  it  is  possible  to 
 identify  the  low  price  to  the  close  price,  which  makes 
 sense  because  after  the  January-February  meme  stock 
 bubble,  stock  prices  for  these  meme  stocks  have 
 decreased overtime. 

 Finally,  the  third  regression,  also  known  as  the 
 CloseElse  regression,  compares  all  the  closing  values 
 across  the  seven  meme  stocks.  There  are  a  few 
 important  values  to  highlight,  especially  the 
 unstandardized  B  values  of  several  of  the  meme 
 stocks:  R-Squared  =  0.791,  Adjusted  R-Squared  = 
 0.783,  df1  =  6,  df2  =  143,  Sig.  F-Change  <  0.001, 
 AMC_Close/Last  Unstandardized  B  =  0.977, 
 KOSS_Close/Last  Unstandardized  B  =  4.462, 
 BB_Close/Last  Unstandardized  B  =  -8.598, 
 EXPR_Close/Last  Unstandardized  B  =  0.046,  and 
 BBBY_Close/Last  Unstandardized  B  =  3.882.  The 
 R-squared  value  is  lower  in  comparison  to  the  other 
 two  regressions,  but  it  is  still  considered  to  be 
 strongly  correlated,  as  the  value  is  greater  than  0.7. 
 Clearly,  as  seen  by  the  mostly  positive 
 unstandardized  B  values,  there  are  unknown  forces 
 that  are  driving  certain  stock  prices,  but  there  is  most 
 definitely  a  common  driving  force.  This  common 
 driving  force  can  be  the  continued  activity  of 
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 investors  and  members  of  the  Reddit  forum 
 r/wallstreetbets,  which  is  the  catalyst  of  the  meme 
 stock  phenomenon  (Bhansali).  In  addition, 
 Robinhood,  an  investment  platform  catered  towards 
 young  adults  in  the  digital  age,  allowed  this 
 demographic  to  engage  in  the  stock  market  to  an 
 unprecedented  extent,  thereby  having  much  influence 
 on  the  meme  stock  phenomenon.  This  “herd 
 mentality”  allows  for  such  a  high  correlation  of  these 
 meme  stocks  and  their  open,  close,  high,  and  low 
 prices.  These  external  factors  are  what  mostly  likely 
 caused  these  meme  stocks  to  be  so  closely  correlated. 
 An  interesting  aspect  of  this  regression,  however,  is 
 the  uniqueness  of  the  BlackBerry  unstandardized  B 
 value,  which  is  actually  negative.  Why  this  is 
 negative  may  have  to  do  with  the  fact  that 
 BlackBerry  has  characteristics  that  distinguish  itself 
 from  the  other  six  meme  stocks.  BlackBerry,  though 
 outperformed  in  the  smartphone  industry,  has  a  strong 
 grasp  in  the  software  industry,  as  their  connections  to 
 various  governments,  especially  the  US  government, 
 are  extremely  robust.  Therefore,  instead  of  being 
 depicted  as  a  meme  stock,  BlackBerry  could  very 
 much  be  a  legitimate  investment  that  could  produce 
 profits in the long-run. 

 Though  multicollinearity  may  have  posed  an  issue 
 in  this  experiment,  it  is  important  to  note  that  with 
 stock  analysis,  sometimes  this  phenomenon  occurs. 
 With  the  largest  variable  set,  which  is  included  in  the 
 AllElse  regression,  multicollinearity  is  to  be 
 expected.  The  reason  why  we  ran  a  stats  test  on  the 
 largest  variable  set  was  to  provide  a  general  picture 
 of  what  can  be  studied  and  what  the  dependent 
 variable  looks  like  in  relation  to  the  independent 
 variables.  The  second  and  third  variable  sets,  which 
 are  included  in  GMEElse  and  AllClose,  respectively, 
 are  much  smaller,  especially  GMEElse’s  variable  set, 
 which  only  includes  five  variables.  These  regressions 
 were  performed  in  order  to  provide  more  specific 
 results, which were found and mentioned above. 

 5.  Conclusion 

 We  applied  regression  analysis  to  a  recent  event 
 like  the  meme  stock  phenomenon  by  identifying 
 significant  values  in  the  model  summaries  as  well  as 
 the  charts  generated  by  SPSS  Statistics.  Through 

 extensive  background  research,  data  collection,  and 
 analysis  of  significant  values,  we  discovered  that  yes, 
 meme  stocks  do  indeed  move  together.  The  fact  that 
 they  do  is  not  necessarily  surprising,  but  it  is 
 fascinating  nonetheless.  r/wallstreetbets,  Robinhood, 
 and  other  platforms  were  possible  causes  for  the 
 correlated  behavior  between  meme  stocks.  Through 
 the  use  of  regression  analysis,  we  discovered  an 
 extraordinary  aspect  of  the  meme  stock  phenomenon, 
 but  there  is  most  definitely  ample  room  for  further 
 research  that  taps  into  meme  stocks’  relationships 
 with  the  rise  of  cryptocurrency,  what  factors  caused 
 meme stocks to grow so quickly, and many others. 
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 Abstract 

 Deep  learning  approaches  have  increasingly  been  used  in  the  diagnosis  of  disease  and  other  image  recognition 
 problems.  Training  a  neural  network  requires  a  high  amount  of  computational  power.  An  assessment  of  the 
 performance  of  neural  networks  on  less  than  optimal  image  sets  and  hardware  is  desirable  for  these  less  developed 
 nations.  This  research  seeks  to  test  the  performance  of  neural  networks  under  non-ideal  conditions.  Examples 
 include  fewer  resources  and  training  data  for  the  neural  network  to  utilize  or  outdated  hardware.  A  dataset  of  images 
 of  diabetic  retinopathy,  with  five  different  levels  of  severity,  was  procured.  These  images  were  split  into  four 
 different  test  resolutions,  none  of  which  were  the  highest  possible  resolution  images  of  the  retinal  scans  available  in 
 the  dataset,  before  being  trained  across  three  different  neural  network  architectures:  LeNet,  AlexNet,  and 
 Encoder-Decoder.  Images  of  diabetic  retinopathy  were  utilized  specifically  as  these  are  more  complex  images  and 
 would  allow  for  the  discovery  of  the  limitations  of  deep  learning  across  different  resolutions.  Furthermore,  after 
 conducting  research,  it  was  observed  that  AlexNet  performed  the  best  overall  and  achieved  the  highest  accuracy  of 
 57.2%.  Encoder-Decoder  was  able  to  achieve  50.2%  and  LeNet  was  able  to  achieve  51.3%.  In  addition,  the  time 
 until  convergence  for  all  three  neural  networks  varied  depending  on  the  amount  of  layers  and  depth  of  each  neural 
 network,  as  well  as  the  image  resolution  inputted.  In  general,  neural  networks  trained  with  higher  resolution  images 
 had higher accuracy, but still did not reach optimal performance. 

 Keywords: Deep Learning, Convolutional Neural Networks, Diabetic Retinopathy 

 1.  Introduction 

 With  the  turn  of  the  twenty-first  century,  the 
 emergence  of  neural  networks  (NNs)  are  increasingly 
 important  in  day-to-day  life.  Put  simply,  a  neural 
 network  is  a  computer  algorithm  that  uses  multiple 
 data  points  to  try  and  find  a  specific  pattern  amongst 
 the  data  in  order  to  complete  a  certain  task.  The  main 
 goal  of  NNs  is  to  develop  algorithms  so  that 
 machines  can  complete  tasks  normally  attributed  to 
 humans  For  example,  NNs  can  identify  and  classify 

 different  objects  in  images.  As  machines  are  given 
 access  to  more  data  they  are  able  to  make  more 
 accurate  predictions  using  complex  algorithms.  The 
 main  benefit  that  an  NN  provides  is  increased 
 efficiency  and  ability  to  solve  complex  problems. 
 Examples  include  autonomous  driving  and  medical 
 image  analysis.  NNs  can  be  used  in  driving  for 
 geographic  mapping  and  vehicle  detection,  as  well  as 
 any  other  landmarks,  potential  hazards,  or  road 
 signals  (Huang  &  Chen,  2020).  In  terms  of  medical 
 image  analysis,  most  medical  diagnostic  and  image 
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 interpretation  have  been  performed  by  human 
 experts.  With  the  rate  of  progress  of  computational 
 medical  image  analysis,  NNs  have  the  potential  to  be 
 extremely  effective  in  this  field,  especially  in  terms 
 of  time  saved  for  medical  professionals  (Shen,  et  al., 
 2017). 

 An  array  of  real  world  problems  can  be  solved 
 using  one  specific  type  of  NN:  a  Convolutional 
 Neural  Network  (CNN),  a  subclass  of  Artificial 
 Neural  Networks  (ANN).  To  better  understand  the 
 layers  of  a  CNN,  we  must  first  understand  how 
 ANNs  are  structured.  ANNs,  which  are  many 
 neurons  (basic  units  of  NNs)  connected  to  each  other. 
 A  neuron  takes  the  weighted  sum  of  the  input  and 
 adds  a  bias  to  produce  one  output  (Zhou,  2019).  All 
 artificial  neural  networks  have  an  activation  function, 
 which  turns  a  bounded  input  into  a  predictably 
 formed  output.  In  addition,  activation  functions 
 modify  the  input  allowing  for  non-linear  problems  to 
 be  solved.  Inputs  from  neurons  are  passed  down  to 
 other  neutrons,  and  this  process  continues  until  the 
 desirable  output  is  obtained.  Many  artificial  neural 
 networks  have  hidden  layers,  which  are  any  layer 
 between  the  input  and  the  output  (LeCun,  et  al., 
 2015).  In  order  to  train  a  neural  network,  a  dataset 
 must  be  provided  for  the  neural  network  to  “practice” 
 on  so  that  it  can  fine  tune  the  appropriate  weights  of 
 the  kernels  and  nodes  in  the  neural  network.  In  order 
 to  conduct  this  training,  an  adequate  hardware  setup 
 must  be  available.  However,  not  everyone  has  access 
 to such hardware. 

 When  large,  detailed  images  are  inputted  into  the 
 neural  network,  it  is  very  resource  intensive.  The 
 main  advantage  of  CNNs  is  their  ability  to  reduce  the 
 complexity  of  a  given  model,  which  often  leads  to 
 faster  training  and  is  generally  more  efficient, 
 specifically  with  regards  to  images.  CNNs  can  be 
 trained  to  better  understand  complex  images  as  more 
 images  are  fed  through  the  system.  By  reducing  any 
 given  image  into  a  form  which  is  easier  to  process 
 without  losing  any  of  the  main  features  of  that  image 
 in  order  to  get  an  accurate  prediction,  a  CNN  can 
 maintain  its  efficiency  and  apply  what  it  learns  to  a 
 wider  range  of  images.  Computer  vision  is  vital  when 
 tackling  complex  issues  such  as  image  classification. 
 Typically,  convolutional  neural  networks  are  used  to 
 solve  these  problems  efficiently.  However,  CNNs 

 involve  large  and  complex  data  sets  for  training.  In 
 this  paper,  we  wanted  to  determine  the  effect  of 
 image  resolution  of  the  training  data  set  on  the 
 performance  of  CNNs  for  a  specific  problem: 
 classifying the disease state of retinopathy. 

 CNNs  generally  consist  of  three  main  types  of 
 layers:  convolutional  layers,  pooling  layers  and 
 fully-connected  (dense)  layers  (O’Shea  &  Nash).  The 
 first  structure  in  a  CNN  is  the  convolutional  layer. 
 The  first  part  of  this  layer  is  the  kernel/filter,  which 
 helps  to  truncate  a  given  input  into  a  form  which 
 makes  it  easier  to  process  a  large  input  of  info  and  to 
 output  a  more  compact,  easier-to-understand 
 image/result.  The  CNN  takes  the  input  and  convoles 
 it  with  the  kernel  and  may  add  a  bias.  The  elements  in 
 the  kernel  are  the  trainable  weights  (O’Shea  &  Nash). 
 The  pooling  layer  is  responsible  for  reducing  the  size 
 of  any  given  input  image.  This  allows  the  program  to 
 process  the  image  using  less  computer  resources,  as  it 
 has  been  scaled  down.  The  pooling  layer  also  makes 
 sure  to  extract  all  useful  and  dominant  information 
 from  any  input,  while  still  allowing  the  neural 
 network  to  learn  the  overall  value  of  any  given  input 
 (O’Shea  &  Nash).  The  most  common  type  of  pooling 
 is  max  pooling.  Max  pooling  takes  a  given  output 
 from  the  convolutional  layer,  which  includes  the  key 
 features  of  a  given  sector  of  an  image,  and  records 
 the  most  dominant  part  of  that  sector.  Therefore,  it 
 cuts  out  any  unnecessary  information  or  “noise” 
 contained  in  that  sector,  only  returning  the  most 
 dominant and important feature. 

 Depending  on  how  complex  a  CNN  is  or  the 
 inputs  are,  the  number  of  convolutional  and  pooling 
 layers’  can  vary  in  any  given  CNN.  The  more  detail 
 that  is  needed  to  be  captured  from  an  input,  the  more 
 convolutional  and  pooling  layers  may  be  added  -  but 
 at  the  expense  of  more  computational  power  being 
 used.  A  dense  layer,  or  fully-connected  layer,  is  an 
 efficient  way  to  obtain  non-image  outputs  from 
 image  datasets.  However,  fully-connected  layers  are 
 also  very  computationally  expensive,  and  therefore, 
 cannot be overused in a CNN model. 

 Some  examples  of  basic  neural  network 
 architectures  include:  LeNet-5  (Figure  1A),  AlexNet 
 (also  Figure  1A),  and  Encoder-Decoder  (Figure  1B). 
 LeNet-5  is  the  first  major  CNN  architecture  that  was 
 developed  in  1998.  LeNet-5  was  a  simple  architecture 
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 that  was  compact  and  efficient  and  was  mainly  used 
 for  letter  and  number  recognition.  As  it  did  not  have 
 many  layers,  it  was  considered  a  fairly  shallow  neural 
 network  compared  to  more  modern  architectures. 
 AlexNet  is  a  more  advanced  version  of  LeNet-5. 
 AlexNet  consists  of  eight  layers,  five  of  which  are 
 convolutional  layers  and  three  of  which  are  fully 
 connected  (dense)  layers.  The  model  won  the  2012 
 ImageNet  competition  by  more  than  an  eleven 
 percent  error  difference  (Gupta,  2020).  This  was  a 
 significant  improvement  and  milestone  in  the 
 advancement  of  neural  networks.  An 
 Encoder-Decoder  structure  first  down-samples 
 images  in  a  dataset  to  a  low  resolution,  all  while 
 using  convolutional  layers  to  create  a  feature  map. 
 Then,  it  up-samples  the  data  back  to  its  original  size 
 while  running  more  convolutional  layers  to  add  to  the 
 creative feature map. 

 Figure  1.  (A)  This  figure  depicts  the  general 
 schematic  of  the  LeNet  and  AlexNet  CNN 
 architectures.  The  image  is  processed  through 
 convolutional  layers,  max  pooling  layers,  and  sent  to 
 the  dense  layers  before  obtaining  an  output.  (B)  This 
 figure  depicts  the  general  schematic  of  the 
 Encoder-Decoder  CNN  architecture.  This 
 architecture  down-samples  and  up-samples  the  image 
 before  its  information  is  sent  to  the  dense  layer(s)  to 
 give  an  output.  The  lighter  shade  of  blue  highlights 
 the  downsampling  of  the  image,  while  the  darker 
 shade of blue highlights the upsampling of the image. 

 Occasionally,  the  procurement  of  good  datasets  is 
 not  feasible.  Internationally,  datasets  are  not  always 
 easily  available,  and  many  datasets  have  images 
 which  are  not  the  best  resolution  or  optimized  for 
 machine  learning.  In  order  to  avoid  bias,  a  dataset 

 should  represent  the  classes  that  are  meant  to  be 
 predicted  (Mestre,  2018).  When  collecting  data  of 
 different  categories,  such  as  race,  gender,  or  color,  it 
 is  often  difficult  to  achieve  consistency  between 
 images  in  each  category,  as  well  as  in  the  dataset 
 overall.  Usually,  datasets  must  be  stitched  together 
 using  various  online  sources  and  sets  (Hooker,  2021). 
 Moreover,  adding/finding  labels  to  these  images  often 
 takes  a  tremendous  amount  of  time  and  resources  and 
 leads  to  inaccurate  and  inefficient  datasets.  This 
 problem  can  occur  in  a  dataset  of  any  type  when  it 
 comes  to  image  classification.Furthermore,  not  all 
 individuals  have  access  to  high  performance 
 graphical  processing  units  (GPUs),  hardware  that 
 drastically  decreases  time  of  training,  as  well  as 
 dedicated  computers  from  which  to  run  the  neural 
 network.  This  project  simulates  the  effectiveness  of 
 having  a  less-than-optimal  setup  for  the  performance 
 of CNNs. 

 As  the  resolution  of  an  image  set  increases,  the 
 computational  power  required  to  process  the  image 
 set  also  increases.  The  resolution  of  the  image  set  is 
 critical  as  the  higher  the  resolution,  the  more  detail 
 and  information  the  neural  network  can  extract  from 
 each  given  image.  To  test  the  effect  of  non-ideal 
 resolution  and  hardware  on  neural  networks,  we 
 assessed  the  ability  CNNs  to  predict  the  severity  of 
 diabetic  retinopathy  when  given  a  retinal  scan. 
 Diabetic  retinopathy  is  a  diabetes  complication  that 
 affects  the  eyes.  It  is  mainly  caused  by  damage  to 
 certain  blood  vessels  in  the  retina.  Usually,  diabetic 
 retinopathy  starts  with  little  to  no  symptoms  which 
 increasingly  worsen  over  time.  It  is  a  chronic 
 condition  and  can  last  for  years  or  be  lifelong.  This 
 disease  typically  affects  around  200,000  people  in  the 
 U.S.  per  year.  Some  problems  related  to  diabetic 
 retinopathy  include  difficulty  with  vision  and 
 perception  of  different  colors  (Mayo  Clinic,  2021). 
 As  stated  above,  CNNs  can  be  very  useful  in 
 diagnosis  of  diseases  and  other  image  recognition 
 type  situations  that  may  arise.  Since  an  image  set  of 
 varying  eye  disease  cases  is  more  complex  when 
 compared  to  simple  problems  such  as  classifying 
 numbers,  it  will  expose  the  limitations  of  neural 
 networks  when  the  resolutions  of  the  datasets  are 
 reduced for medically relevant data. 
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 2.  Materials and Methods 

 The  data  inputted  to  each  neural  network  was 
 normalized  and  shuffled.  Tensorflow  was  used  in  the 
 creation  of  the  three  neural  networks.  The  parameters 
 among  the  three  CNNs  are  similar.  All  of  the  nets  use 
 an  increasing  number  of  convolutions  starting  with 
 16  up  to  128  in  powers  of  2.  All  max  pooling  layers 
 are  of  size  (2,2)  and  a  stride  of  2.  Each  network  had 
 1024  dense  layers  with  a  dropout  layer  parameterized 
 to  0.2.  All  CNNs  used  the  Relu  activation  function 
 and  the  SoftMax  classification  function  was  used  in 
 the  last  layer.  We  used  the  Adam  optimizer  to  train. 
 The  batch  size  used  was  32.  A  callback  function  was 
 used  to  reduce  the  learning  rate  if  the  validation  loss 
 plateaued,  with  a  patience  of  2  epochs.  Each 
 reduction  reduced  the  learning  rate  by  a  factor  of  0.2. 
 The  initial  learning  rate  used  was  0.01.  LeNet 
 consists  of  three  convolutional  layers  and  two  dense 
 layers.  AlexNet  consists  of  five  convolutional  layers, 
 with  two  dense  layers.  Encoder-Decoder  consists  of 
 three  downsampling  layers  and  three  upsampling 
 layers, with two dense layers. 

 To  achieve  the  four  different  resolutions  of  our 
 imageset,  we  used  the  resize  function  from  the  CV2 
 library  of  Python.  This  function  changes  the 
 dimensions  of  an  image  and  preserves  the  aspect 
 ratio.  As  we  decrease  the  resolutions  of  the  images, 
 the  pixel  size  increases.  This  will  help  to  keep  the 
 image  set  relatively  uniform  in  terms  of  size  while 
 allowing  simulation  of  different  levels  in  dataset 
 image  quality.  We  made  sure  to  label  each  category 
 of  severity  in  increasing  order,  with  zero  being  no  eye 
 disease and four being severe eye disease. 

 Our  computer  is  homebuilt  and  only  equipped 
 with  16  gigabytes  of  random  access  memory  (RAM), 
 as  well  as  6  gigabytes  of  GPU  memory.  The 
 computer  setup  overall  is  not  specialized  for 
 computationally  demanding  applications.  So,  our 
 computer  was  not  able  to  handle  image  resolution 
 sizes  up  to  164,  as  it  was  not  able  to  allocate  enough 
 memory during training for larger image sizes. 

 3.  Results 

 We  chose  these  three  convolutional  neural  network 
 architectures  (LeNet-5,  AlexNet,  and 

 Encoder-Decoder).  The  performance  of  each 
 architecture  can  be  tested  when  given  the  same 
 dataset  with  varying  resolutions.  (See  materials  and 
 methods  for  further  details  about  the  nets). 

 Figure  2.  (A)  This  figure  depicts  some  sample  images 
 from  the  dataset  that  was  used.  Each  of  the  images 
 have  a  512x512  resolution  and  depict  the  different 
 categories  of  eye  disease  present  in  the  dataset.  (B) 
 This  figure  depicts  some  sample  images  from  the 
 dataset  that  was  used.  This  figure  depicts  the  different 
 resolutions  tested  in  this  project  using  the  same 
 sample  eye  image  which  is  from  the  same  scan  of  an 
 eye that does not have disease. 

 We  procured  our  dataset  of  various  eye  scans  with 
 variations  in  severity  of  diabetic  retinopathy  to  train 
 the  nets  from  Kaggle,  a  popular  website  where  many 
 datasets  from  a  range  of  genres  can  be  found 
 (Tandon,  2021).  This  dataset  has  roughly  35,000 
 images,  as  well  as  individual  training  sets,  testing 
 sets,  and  validation  sets  within  the  superset.  All 
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 images  are  512x512  base  resolution  (Figure  2A).  All 
 images  are  formatted  in  gray-scale  and  are  organized 
 into  five  different  categories  based  on  the  severity  of 
 diabetic  retinopathy  present  in  the  given  eye.  These 
 categories  are  no  diabetic  retinopathy,  mild, 
 moderate,  proliferate,  and  severe.  Each  of  the 
 categories  in  the  training  set  has  7,000  images.  Each 
 of  the  categories  in  the  validation  set  has  2,000 
 images  that  were  not  used  in  training.  We  worked 
 with  four  different  resolutions:  32x32,  64x64, 
 128x128, and 164x164 (Figure 2B). 

 In  terms  of  LeNet,  as  the  image  resolution 
 increased,  the  validation  accuracy  tended  to  increase. 
 However,  the  validation  accuracy  plateaued  around 
 roughly  fifty-one  percent.  It  should  be  noted  that 
 LeNet  architecture  is  the  oldest  of  the  three 
 architectures  on  which  we  chose  to  base  our  models. 
 Given  the  shallow  nature  of  LeNet  and  the  fact  that  it 
 was  created  for  simpler  datasets  with  less  complexity 
 in  each  image,  it  was  expected  that  LeNet  would  not 
 perform  up  to  the  same  standards  as  the  other  two 
 models.  Even  if  the  image  size  was  increased  up  to 
 512x512,  it  is  not  clear  whether  this  model  would 
 perform  with  a  similar  accuracy  to  AlexNet  and 
 Encoder-Decoder.  As  shown  in  Figure  3A  and  Table 
 1,  the  accuracy  only  gets  marginally  better  (0.5%) 
 when  given  image  inputs  164x164  resolution.  It  is 
 also  noted  in  the  table  that  as  the  resolution  of  the 
 image  increases,  the  time  until  convergence  of  each 
 test run of the neural network also increases. 

 In  terms  of  AlexNet,  the  validation  accuracy 
 increased  as  the  image  resolution  was  increased.  As 
 AlexNet  is  more  complex  than  LeNet  in  terms  of  its 
 layers,  it  is  possible  that  the  accuracy  could  have  kept 
 on  increasing  at  even  higher  resolutions  tested  in  this 
 paper.  AlexNet  gave  the  best  results  for  this 
 experiment.  As  AlexNet  is  a  deeper  network  with 
 more  convolutional  and  pooling  layers  compared  to 
 LeNet,  the  higher  accuracy  is  to  be  expected  with 
 training  with  the  base  image  resolution  of  512x512. 
 As  mentioned  above  and  shown  in  Figure  3A  and 
 Table  2,  the  time  until  convergence  for  AlexNet 
 increases  as  the  image  resolution  increases.  Since 
 AlexNet  is  a  more  complex  neural  network  compared 
 to  LeNet,  we  can  see  that  there  is  a  much  longer  time 
 until  convergence  for  the  two  upper  resolutions  of  the 
 images. 

 Figure  3A.  This  figure  depicts  a  line  graph  of 
 Accuracy  v.s.  Epochs  for  each  CNN  at  128x128 
 image resolution. 

 Figure  3B.  This  figure  depicts  three  segmented  bar 
 graphs  that  each  pertain  to  one  CNN  architecture. 
 The  graphs  show  how  each  network  performed  for 
 each  given  image  resolution.  Orange  represents  the 
 percentage  of  correctly  classified  images,  and  blue 
 represents  the  percentage  of  incorrectly  classified 
 images.  For  each  network,  accuracy  tended  to 
 increase  as  the  image  resolution  increased.  Accuracy 
 is  defined  as  (number  of  images  classified  correctly)  / 
 (total number of images in the dataset)  . 

 In  terms  of  Encoder-Decoder,  the  validation 
 accuracy  increased  up  to  the  128x128  image  and  then 
 strikingly  slightly  regressed  when  given  an  input 
 image  of  164x164.  Likely,  this  was  caused  by  such  a 
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 drastic  reduction  in  the  image  size,  as  well  as  only 
 inputting  images  that  are  less  than  half  of  the  original 
 image  size.  Therefore,  the  amount  of  detail  that  is 
 captured  by  the  network  is  lowered  due  to  the 
 extremely  low  resolution  of  the  image.  Since  the 
 164x164  image  resolution  is  not  a  significant 
 difference  in  image  resolution  compared  to  128x128, 
 the  amount  of  information  that  the  network  was  able 
 to  extract  from  164x164  was  likely  very  similar  to  the 
 128x128  resolution  image.  Accordingly,  as  both 
 image  resolutions  were  fairly  similar  as  inputs  for  the 
 neural  network,  the  fact  that  128x128  performed 
 better  is  likely  due  to  chance.  This  likely  explains  the 
 cause  of  some  of  the  inefficiencies  that  occured  in 
 this  network  and  why  it  did  not  improve  as  much  as 
 AlexNet  when  provided  with  a  marginally  higher 
 resolution  image.  As  mentioned  above  and  shown  in 
 Figure  3A  and  Table  3,  the  time  until  convergence  for 
 Encoder-Decoder  increases  as  the  image  resolution 
 increases.  We  can  see  that  Encoder-Decoder  takes  the 
 longest  time  until  convergence  at  all  given  image 
 resolutions,  as  it  is  the  most  complex  of  the  three 
 neural networks. 

 Table  1:  This  datatable  gives  a  context  for  the  time 
 taken  by  the  LeNet  CNN  architecture  to  converge 
 with  each  given  image  resolution.  This  table  helps  to 
 contextualize  the  line  graph  measuring  the  validation 
 accuracy  of  LeNet  over  15  epochs  by  informing  how 
 long  in  seconds  LeNet  took  to  train  with  each 
 resolution. 

 Resolution  32x32  64x64  128x128  164x164 
 Time until 
 convergence 
 (seconds) 

 75  75  120  195 

 Table  2:  This  datatable  gives  a  context  for  the  time 
 taken  by  the  AlexNet  CNN  architecture  to  converge 
 with  each  given  image  resolution.  This  table  helps  to 
 contextualize  the  line  graph  measuring  the  validation 
 accuracy  of  AlexNet  over  15  epochs  by  informing 
 how  long  in  seconds  AlexNet  took  to  train  with  each 
 resolution. 

 Resolution  32x32  64x64  128x128  164x164 
 Time until 
 convergence 
 (seconds) 

 75  105  255  360 

 Table  3:  This  datatable  gives  a  context  for  the  time 
 taken  by  the  Encoder-Decoder  CNN  architecture  to 
 converge  with  each  given  image  resolution.This  table 
 helps  to  contextualize  the  line  graph  measuring  the 
 validation  accuracy  of  Encoder-Decoder  over  15 
 epochs  by  informing  how  long  in  seconds 
 Encoder-Decoder took to train with each resolution. 

 Resolution  32x32  64x64  128x128  164x164 

 Time until 
 convergence 
 (seconds) 

 90  135  375  540 

 4.  Discussion 

 These  results  all  show  that  when  inputting  a 
 complex  image  in  a  significantly  downscaled  form, 
 the  neural  network  overall  performs  worse.  In  our 
 specific  case,  the  neural  networks  performed  around 
 10%  worse  with  the  smallest  resolution  compared  to 
 the  largest  resolution.  As  shown  by  Figure  3A  and 
 3B,  AlexNet  performed  the  best  overall.  AlexNet  was 
 able  to  achieve  the  highest  accuracy  of  57.2%, 
 compared  to  50.2%  for  Encoder-Decoder  and  51.3% 
 for  LeNet.  One  problem  that  we  encountered  when 
 performing  this  research  is  that  our  computer,  with 
 our  Nvidia  GTX  1660  GPU,  was  not  able  to  handle 
 image  sizes  larger  than  164x164  resolution.  Given 
 that  the  original  image  dataset  consisted  of  images  of 
 resolution  512x512,  even  our  highest  resolution 
 image  at  164x164  was  significantly  downscaled. 
 Therefore,  some  of  our  results  may  be  different  if  this 
 experiment  had  been  performed  with  a  stronger 
 computer  that  was  able  to  handle  image  resolutions 
 up  to  512x512.  As  image  size  increases  up  to 
 512x512,  it  is  very  likely  that  the  accuracy  of  these 
 convolutional neural networks also increases. 

 Additionally,  we  have  considered  that,  for 
 countries  of  lower  than  average  socioeconomic 
 status,  such  as  developing  countries,  there  are  serious 
 developmental  challenges  in  terms  of  technology  due 
 to  a  range  of  factors.  These  include  low  levels  of 
 investment  and  low  rates  of  education  and  skilled 
 labor.  This  leads  to  lower  levels  of  diffusion  of 
 technology  and  innovation  (Utoikamanu,  2019).  This, 
 coupled  with  low  income,  results  in  setbacks  similar 
 to  those  that  were  exhibited  during  our  research. 
 Based  on  our  data  and  the  findings  above,  it  is  seen 
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 that  a  certain  level  of  computer  specifications,  as  well 
 as  dataset  image  quality,  must  be  met  in  order  to  gain 
 accurate,  meaningful  results  for  neural  networks. 
 When  using  a  midrange  specification  computer  with 
 detailed  images  of  resolutions  ranging  from  32x32  up 
 to  164x164,  it  is  not  possible  to  accurately  train  a 
 neural  network  to  modern  standards  (greater  than 
 90%  accuracy).  As  shown  by  our  research,  one  would 
 need  to  procure  a  much  more  powerful  computer  with 
 more  RAM,  a  state  of  the  art  CPU,  and  a  GPU  with 
 more  memory  and  more  parallel  processing  cores 
 (Christensson,  2006;  Dettmers,  2020).  In  addition  to 
 high  end  computer  specifications,  a  large  dataset  with 
 detailed,  colored,  high  resolution  images  is  also 
 required to achieve high end accuracy. 

 If,  for  any  reason,  both  of  these  necessities  are  not 
 adequately  met,  the  results  may  be  very  subpar.  When 
 a  dataset  is  used  for  a  medical  or  some  other 
 professional,  important  purpose,  image  resolution  and 
 image  quality  should  be  as  high  as  possible  to  ensure 
 the  greatest  accuracy.  Downscaling  the  image  to 
 anything  below  50%  of  the  image  size  will  result  in 
 accuracy that, at most, can reach up to 60%. 

 5.  Conclusion 

 Neural  networks  are  useful  in  a  variety  of 
 circumstances,  from  medical  disease  detection  to 
 autonomous  driving.  In  order  to  tackle  more  complex 
 issues,  computer  vision  is  needed,  which  requires  the 
 use  of  convolutional  neural  networks,  which  use 
 image  sets  as  the  input  values.  There  are  different 
 architectures  of  neural  networks  that  were  created  for 
 different  purposes,  including  the  three  which  we  used 
 in  our  project:  LeNet,  AlexNet,  and 
 Encoder-Decoder.  The  main  purpose  of  our  project  is 
 to  simulate  the  effectiveness  of  having  a  less  than 
 optimal  setup  when  trying  to  train  a  convolutional 
 neural  network,  as  we  wanted  to  show  the  limitations 
 of  our  hardware  and  the  difficulties  of  finding 
 adequate  datasets.  We  chose  a  more  complex  topic, 
 which  is  the  detection  of  diabetic  retinopathy  from  a 
 given  retinal  scan.  We  specifically  chose  this  topic  as 
 classifying  disease  states  from  images  is  highly 
 relevant  for  application  in  the  medical  field. 
 Benchmarking  the  performance  of  CNNs  on  medical 
 images  would  be  very  beneficial  to  doctors  and 

 patients.  We  measured  the  accuracy  of  the  three 
 neural  networks’  detection  capabilities  when  given  a 
 range  of  lowered  resolutions  of  images:  32x32, 
 64x64,  128x128,  and  164x164.  Based  on  our 
 findings,  as  the  image  resolution  increased,  so  did  the 
 accuracy  of  the  neural  networks.  However,  all  the 
 neural  networks  struggled,  with  the  maximum 
 accuracy  being  only  57.2%.  Some  issues  that  we 
 faced  included  our  computer  specifications  not  being 
 powerful  enough  to  handle  larger  image  resolutions, 
 as  well  as  the  use  of  simple  architectures,  which 
 likely  led  to  underperformance.  These  results  imply 
 that,  if  both  high  specification  of  computer  and 
 quality  image  datasets  are  not  utilized,  the  neural 
 network  will  not  be  properly  trained,  causing  large 
 inaccuracies  when  compared  to  modern  standards. 
 For  countries  which  do  not  have  the  required 
 infrastructure  or  funding  to  provide  these  resources,  it 
 will  be  difficult  to  achieve  good  results  when  using 
 convolutional  neural  networks.  Further  experiments 
 need  to  be  conducted  to  research  the  lowest  possible 
 resolution  and  least  complex  hardware  required  to 
 sufficiently train an accurate network. 
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 Abstract 

 The  credit  risks  of  P2P  loans  fall  onto  the  investors  rather  than  the  platforms,  which  provides  a  motivation  for 
 investors  to  screen  loans  beyond  the  suggestive  loan  grade  provided  by  the  platforms.  This  is  made  possible  by  P2P 
 platforms  sharing  with  the  public  the  same  information  they  use  in  screening.  This  paper  studies  whether  screening 
 models  can  be  developed  using  machine  learning  algorithms  to  better  screen  P2P  loans  than  loan  grade.  Based  on 
 the  loans  listed  by  one  of  the  largest  P2P  platforms  in  the  world,  Lending  Club,  we  find  that  machine  learning 
 algorithm  XGBoost  can  improve  default  rank  ordering  by  10.3%  in  sample  and  4.4%  out  of  sample,  as  compared 
 with  loan  grade.  XGBoost  also  outperforms  the  conventional  parametric  Logistic  regression  model  with  a 
 performance gain of 4.4% in sample and 1.1% out of sample. 

 Keywords: Marketplace Lending, Machine Learning, Logistic Regression 

 1.  Introduction 

 Peer-to-Peer  (P2P)  lending  is  a  practice  of  lending 
 money  to  businesses  and  consumers  facilitated  by 
 online  lending  platforms  that  connect  borrowers  and 
 investors.  Since  its  inception  with  Prosper  in  2006  in 
 the  US,  P2P  lending  has  originated  more  than  $18 
 billion  loans  by  2015  and  is  expected  to  grow  further 
 to $150 billion by 2025 (Prime Meridian, 2015). 

 P2P  lending  is  also  called  crowdfunding,  social 
 finance,  marketplace  lending,  or  disintermediation 
 finance,  each  emphasizing  different  perspectives  of 
 P2P  lending.  One  characteristic  that  makes  P2P 
 lending  different  from  conventional  bank  lending  is 
 the  disintermediation,  in  that  P2P  platforms  do  not 
 serve  as  the  intermediators  by  holding  loan 
 originations  on  their  balance  sheets,  and  the  credit 
 risks  of  P2P  loans  fall  directly  onto  the  investors 
 rather  than  the  platforms.  Therefore,  the  objectives  of 

 online  platforms  may  not  be  necessarily  aligned  with 
 investors  (Vallee  and  Zeng,  2019).  On  the  other  side, 
 online  platforms  share  with  the  public  the  same 
 information  that  they  use  to  screen  loans.  In  the  US, 
 the  P2P  market  regulator,  the  U.S.  Securities  and 
 Exchange  Commission  (SEC),  demands  that  online 
 platforms  disclose  all  decisioning  information  to  the 
 public.  Therefore,  sophisticated  and  active  investors 
 might  be  able  to  better  predict  credit  risks  than 
 inexperienced  and  passive  investors  who  rely  on  the 
 screening  tools  in  the  form  of  loan  grade  assigned  by 
 online platforms. 

 The  objective  of  this  paper  is  to  study  whether 
 screening  models  can  be  developed  to  better  capture 
 the  default  risks  of  P2P  loans  than  the  suggestive  loan 
 grades  provided  by  the  platforms.  It  hypothesizes  that 
 customized  screening  models  can  predict  default  risks 
 more  accurately  than  loan  grades.  We  take  the 
 platform  grade  as  the  baseline  and  evaluate  the 
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 benefits  of  utilizing  the  more  granular  raw  data 
 collected  at  loan  application,  including  the 
 borrower-provided  soft  information  and  the  standard 
 borrower  credit  bureau  profile.  Our  study  is  based  on 
 Lending  Club  (LC)  data.  Being  the  second  earliest 
 P2P  platform  in  the  US  and  the  first  ever  to  register 
 its  offerings  as  securities,  Lending  Club  is  one  of  the 
 largest  P2P  lending  platforms  in  the  world.  It  is  the 
 largest  P2P  lending  platform  in  the  US  and  took 
 approximately  35%-50%  of  the  US  market  share  in 
 2015-2020  (IBISWorld,  2020).  As  of  2020,  LC  has 
 reached  a  total  loan  volume  of  $50  billion  since  its 
 launch  in  2006  (“Top  7  P2P  lending  sites  to  lend 
 money  online  from  US”, 
 https://crowdfunding-platforms.com/top-7-p2p-lendin 
 g-sites-to-lend-money-online-from-us).  Therefore, 
 the  results  based  on  LC  could  be  of  broader 
 interpretation. 

 In  terms  of  modeling  algorithms,  we  study  both 
 the  traditional  parametric  statistical  models  and  the 
 innovative  machine  learning  (ML)  models.  Since  we 
 measure  loan  risks  by  a  binary  classification  of  loan 
 default,  the  statistical  model  used  is  the  Logistic 
 regression  (LR)  model  and  the  ML  model  is  eXtreme 
 Gradient  Boosting  (XGBoost,  or  XGB).  The  latter  is 
 a  ML  algorithm  that  is  gaining  wide  popularity  in 
 credit  risk  modeling  (Chang  et  al.,  2018)  but  has  not 
 been  studied  as  a  P2P  screening  algorithm  in  an 
 empirical  study  of  LC  loans,  based  on  our 
 knowledge. 

 We  find  that  our  models  perform  better  in 
 predicting  default  risks  than  platform  grades.  Given 
 the  LC  loans  used  in  the  paper,  the  XGB  model 
 achieves  a  10.3%  increase  in  rank  ordering  defaults 
 in  sample  and  a  4.4%  increase  out  of  sample.  The 
 XGB  model  is  also  able  to  classify  defaults  more 
 accurately  than  the  Logistic  regression  model  with 
 rank  ordering  gain  of  4.4%  in  sample  and  1.1%  out  of 
 sample.  While  loan  grade  is  found  to  be  reasonably 
 predictive,  other  loan  and  borrower  variables  can  be 
 utilized  to  screen  loans  further,  including 
 payment-to-income  (PTI)  ratio,  debt-to-income  (DTI) 
 ratio,  Fair  Isaac  Corporation  (FICO)  score,  and 
 number of accounts opened in the past 24 months. 

 The  paper  contributes  to  the  strand  of  emerging 
 literature  studying  the  screening  ability  of  lenders  in 
 marketplace  lending.  One  sub-group  of  this  literature 

 identifies  information  that  can  be  used  to 
 approximate  platform  grade  or  even  further  to  screen 
 loans  on  top  of  platform  grade.  Using  Prosper  data, 
 Iyer  et  al.  (2015)  show  that  investors  can  gain  by 
 leveraging  the  number  of  current  delinquencies, 
 debt-to-income  ratio,  amount  delinquent,  and  number 
 of  credit  inquiries  in  the  last  six  months  in  addition  to 
 the  FICO-based  grade.  Based  on  Lending  Club  data, 
 Emekter  et  al.  (2015)  identify  DTI,  FICO,  and 
 revolving  line  utilization  as  contributing  to  loan 
 screening  alongside  loan  grade.  Serrano-Cinca  et  al. 
 (2015)  suggest  that  besides  loan  grade,  loan  purpose, 
 annual  income,  homeownership,  credit  history,  and 
 borrower’s  indebtedness  are  relevant  to  risks  of  LC 
 loans.  Another  sub-group  of  the  literature  tests  the 
 use  of  financial  technology  in  the  form  of  ML 
 algorithms  in  screening.  Malekipirbazari  and 
 Aksakalli  (2015)  compare  Random  Forest  (RF), 
 Support  Vector  Machines  (SVM),  K-Nearest 
 Neighbor  (KNN),  and  Logistic  regression  in 
 predicting  loan  defaults  and  find  RF  performs  the 
 best.  Chang  et  al.  (2015)  conclude  that  Naïve  Bayes 
 performs  better  than  SVM  and  Logistic  regression  in 
 LC  loan  default  prediction.  This  paper  evaluates  the 
 ML  algorithm  of  XGB,  which  has  not  been 
 documented  in  existing  literature  for  screening  P2P 
 loans.  Our  analysis  is  based  on  a  LC  dataset  with  a 
 much  more  recent  snapshot  and  therefore  includes 
 more  loans.  We  assess  model  screening  ability  not 
 only in sample but also out of sample. 

 The  rest  of  the  paper  is  organized  as  follows. 
 Section  2  discusses  the  LC  data  and  defines  the 
 analysis  samples.  Section  3  presents  model 
 specifications  and  performance  measures.  Section  4 
 reports the regression results. Section 5 concludes. 

 2.  Data 

 The  study  uses  a  Lending  Club  dataset  that  was 
 downloaded  on  July  3,  2021  from  the  Kaggle  website 
 (https://www.kaggle.com/wordsforthewise/lending-cl 
 ub).  It  contains  all  the  loans  accepted  by  Lending 
 Club  during  the  period  from  June  2007  (the 
 beginning  of  its  loan  issuing)  to  December  2018.  In 
 aggregate,  there  are  2.26  million  loans  with  a  total 
 loan  amount  of  $34  billion.  Each  loan  is  reported  as 
 one  data  record  with  a  rich  set  of  data  fields  (151 
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 variables  in  total)  including  information  collected  at 
 the  application  (loan  application  submission  and 
 borrower  credit  pull),  LC  assigned  risk  grade  and 
 pricing,  and  loan  performance  read  by  the  end  of 
 2019Q1  (loan  status,  hardship  program,  settlement 
 program, etc.). 

 LC  loans  are  in  the  form  of  unsecured  personal 
 loans  with  fixed  term  and  installment  (i.e.,  monthly 
 payment).  The  loan  amount  is  in  the  range  of  $500  to 
 $40,000,  and  the  loan  term  includes  3-year  and 
 5-year.  The  5-year  term  loans  were  not  rolled  out 
 until  May  2010.  Out  of  the  two  product  terms  offered 
 by  LC  in  the  data,  roughly  71%  are  of  3-year  term. 
 To  obtain  a  more  homogenous  sample,  we  focus  on 
 the  3-year  loans.  Most  (95%)  of  the  loan  applications 
 are  filed  by  individuals,  so  we  exclude  joint  accounts 
 to  simplify  the  analysis  without  too  much  loss  of 
 generosity.  As  this  paper  evaluates  loan  credit  risks 
 by  following  up  loan  performance  within  two  years 
 of  the  origination  date,  we  also  drop  loans  that  are 
 originated  after  February  2017.  They  are  right 
 censored  by  the  data  read  snapshot  of  2019Q1  and 
 therefore  do  not  have  the  full  2-year  performance 
 window  imposed.  The  LC  loan  volume  has  been 
 growing  at  an  accelerating  pace  and  the  originations 
 from  March  2017  through  December  2019  take  up 
 36%  of  the  total  loan  volume.  Imposing  a  shorter 
 1-year  performance  window  allows  us  to  include 
 more  loans  into  the  analysis,  but  the  performance 
 window  is  too  short  to  have  a  good  read  of  loan 
 performance.  On  the  other  side,  if  we  go  with  the  full 
 3-year  performance  window,  even  more  loans  will  be 
 excluded  from  our  analysis,  and  the  gain  is  marginal 
 –  not many loan defaults occur in the third year. 

 After  the  exclusion  of  5-year  termed  loans,  joint 
 loans,  and  loans  originated  after  February  2017,  we 
 have  an  analysis  data  sample  of  982,245  loans.  The 
 application  fields  are  well  populated,  however,  some 
 of  the  credit  bureau  fields  have  missing  values.  We 
 impute  the  missing  values  with  the  median  of  the 
 variable,  so  as  not  to  distort  the  variable  distribution. 
 For  variables  with  high  missing  rates,  we  also 
 construct  corresponding  missing  variable  indicators 
 to  account  for  possible  implications  of  the  missing 
 patterns to loan risks. 

 When  borrowers  submit  their  application  to  the 
 LC  online  platform,  they  need  to  disclose  loan 

 amount  (loan_amnt),  loan  purpose  (purpose),  annual 
 income  (annual_inc),  home  ownership 
 (home_ownership),  and  employment  length 
 (emp_length).  In  real  time,  the  platform  processes  the 
 applications  and  makes  underwriting  and  pricing 
 decisions  using  its  screening  models.  The  borrower 
 credit  bureau  information  is  pulled  and  leveraged  in 
 the  credit  decisioning.  The  LC  dataset  discloses 
 borrowers’  FICO  score  in  the  data  in  the  form  of  a 
 range  with  upper  bound  and  lower  bound 
 (fico_range_high  and  fico_range_low).  The  DTI  ratio 
 (dti)  is  calculated  using  the  borrower’s  total  monthly 
 debt  payments  on  the  total  debt  obligations, 
 excluding  mortgage  and  the  requested  LC  loan, 
 divided  by  the  borrower’s  self-reported  monthly 
 income.  Based  on  the  date  when  the  borrower’s 
 earliest  reported  credit  line  was  opened 
 (earliest_cr_line_date),  we  can  infer  how  long  the 
 borrower’s  credit  history  is  (credit_history).  LC  also 
 makes  public  the  detailed  credit  profile  of  borrowers 
 in  the  form  of  credit  bureau  variables,  such  as  the 
 number  of  trades  opened  in  past  24  months 
 (acc_open_past_24mths),  the  number  of  inquiries  in 
 the  past  6  months  (inq_last_6mths),  and  the  percent 
 of  bankcards  with  utilization  greater  than  75% 
 (percent_bc_gt_75).  For  approved  loans,  the 
 installment  is  calculated  and  reported  given  the  loan 
 amount,  term,  and  interest  rate.  We  create  a  new 
 variable,  PTI  ratio  (pti),  as  the  installment  amount 
 over the borrower’s self-reported monthly income. 

 The  loan  status  variable  reports  loan  performance 
 in  the  following  nine  status:  1)  “Charged  Off”,  2) 
 “Current”,  3)  “Default”,  4)  “Does  not  meet  the  credit 
 policy.  Status:  Charged  Off”,  5)  “Does  not  meet  the 
 credit  policy.  Status:  Fully  Paid”,  6)  “Fully  Paid”,  7) 
 “In  Grace  Period”,  8)  “Late  (16-30  days)”,  and  9) 
 “Late  (31-120  days)”.  The  hardship  program  field 
 flags  borrowers  who  encounter  hardship  and  receive 
 assistance,  and  the  settlement  field  identifies  troubled 
 borrowers  who  settle  debts  with  lenders.  This  paper 
 measures  loan  credit  risks  by  a  user  defined  technical 
 “default”  variable  that  takes  the  value  of  1  if  a  loan  is 
 more  than  30  days  late  or  worse  within  2  years  since 
 loan  origination,  and  0  otherwise.  Specifically,  a  loan 
 technically  defaults  if  it  reaches  the  status  of  1) 
 “Charged  off”,  3)  “Default”,  4)  “Does  not  meet  the 
 credit  policy.  Status:  Charged  Off”,  9)  “Late  (31-120 
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 days)”,  or  receives  hardship  assistance,  and  debt 
 settlement. 

 Table  1  reports  the  definition  and  summary 
 statistics  of  the  data  fields  used  in  our  analysis.  Panel 
 A  lists  the  loan  characteristic  variables.  On  average, 
 the  default  rate  and  interest  rate  are  very  close  at 
 11.9%  and  12.0%,  respectively.  The  mean  loan 
 amount  funded  is  $12.6K.  The  applied  loan  amount 
 and  funded  loan  amount  are  very  similar,  as  shown 
 by  the  small  loan  amount  difference  (amnt_diff), 
 suggesting  that  the  requested  loans  are  pretty  much 
 funded fully. 

 Table  1  Panel  B  provides  information  on  the 
 application  variables.  The  annual  income  is  reported 
 to  be  $74.3K  on  average.  The  data  report  detailed 
 employment  history  in  12  categories  of  not  reported, 
 <  1  year,  1  year  through  9  years  with  the  increment  of 
 1  year,  and  10+  years.  We  translate  the  categorical 
 employment  length  into  a  continuous  employment 
 length  by  coding  “not  reported”  as  0,  “<  1  year”  as 
 0.5,  “10+  years”  as  10,  and  other  employment  length 
 categories  as  they  are.  The  average  employment 
 length  is  5.5  years.  Loan  purpose  has  the  following 
 categories:  Car,  Credit  card,  Debt  consolidation, 
 Educational,  Home  improvement,  House,  Major 
 purchase,  Medical,  Moving,  Renewable  energy, 
 Small  business,  Vacation,  Wedding,  and  Other, 
 among  which  the  top  three  categories  are  Debt 
 consolidation,  Credit  card,  and  Home  improvement, 
 taking  up  53.8%,  23.9%,  and  6.6%  of  the  total  loans, 
 respectively.  Home  ownership  shows  that  45.0%  of 
 the  borrowers  own  homes  with  mortgage,  11.7%  own 
 homes  paid  off,  and  43.2%  rent.  Types  of  income 
 verification  status  include  not  verified,  source 
 verified,  and  verified,  each  of  which  takes  up  about  a 
 third  of  the  total.  LC  verifies  income  if  it  determines 
 that  the  borrower’s  requested  loan  amount  is  too  high 
 relative  to  the  self-reported  income.  The  income 
 verification  involves  checking  W-2  or  paystub 
 (source  verified)  or  reaching  out  to  the  employers 
 (verified).  A  loan  can  be  listed  as  factional  or  as 
 whole,  the  latter  is  to  facilitate  institutional 
 investment.  Factional  loans  consist  45.6%  of  the  total 
 and  the  remaining  54.4%  are  whole  loans.  The  whole 
 listing  did  not  start  until  October  2012  and  has  since 
 increased  continuously  to  the  level  of  close  to  90% 
 by the end of 2018. 

 As  for  borrower  creditworthiness  as  reported  in 
 Panel  C  of  Table  1,  the  mean  DTI  ratio  is  17.8.  LC 
 imposes  a  maximum  DTI  restriction  for  loan 
 approval.  Most  of  the  time  the  DTI  cap  is  set  at 
 39.99%,  but  in  the  first  half  of  2016,  it  rose  to  a 
 concerning  level  of  50%.  The  lowest  FICO  score  on 
 average  is  694.  Similar  to  DTI,  LC  requires  borrower 
 FICO  to  be  above  a  certain  level  to  list  a  loan.  With  a 
 few  fluctuations  in  the  earlier  years,  the  FICO 
 threshold  has  been  660  since  November  2008.  The 
 credit  history,  which  measures  the  number  of  years 
 since  the  borrower  initially  establishes  a  credit 
 profile,  is  16.2  years  on  average.  LC  requires  at  least 
 3  years  of  credit  history  to  approve  a  loan.  Out  of  the 
 many  bureau  variables,  this  paper  focuses  on  the  top 
 15  that  are  shown  to  be  highly  related  to  loan  risks. 
 They  are  selected  by  an  XGB  model  with  number  of 
 iterations  =  500,  maximum  tree  depth  =  3,  learning 
 rate  =  0.05,  minimum  loss  split  =  0.05,  minimum 
 child  weight  =  5,  lambda  =  1,  alpha  =  0,  subsample 
 ratio  of  columns  =  0.8,  and  subsample  =  1.  The 
 section  “Research  Methodology”  provides  a  detailed 
 explanation  of  XGB  and  its  hyperparameters.  Other 
 variable  selection  methods  like  stepwise  regression 
 lead to very similar variable selections. 

 Table 1: Variable definition and summary statistics 

 Panel A: Loan characteristics 
 Variable  Definition  Mean  SD 

 default 
 loans become 30+ DPD or 
 worse within 2 years of loan 
 issuance 

 11.9 

 int_rate  loan interest rate  12.0  4.0 
 funded_amnt  loan amount funded  12,551  8,079 

 amnt_ 
 diff 

 difference between the 
 listed loan amount and 
 funded loan amount 

 4  175 

 Panel B: Application information 
 Variable  Definition  Mean  SD 

 annual_inc 
 self-reported annual income 
 provided by the borrower 
 during registration 

 74,348  69,908 

 pti 

 ratio of the monthly 
 payment of the loan 
 (installment) to borrower 
 self-reported monthly 
 income 

 7.7  4.3 

 emp_ 
 length  employment length in years  5.5  3.8 
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 purpose: debt 
 consolidation 

 loan purpose is to 
 consolidate debts 

 53.8% 

 purpose: credit 
 card 

 loan purpose is to pay off 
 credit card balances 

 23.9% 

 purpose: home 
 improvement 

 loan purpose is for home 
 improvement 

 6.6% 

 home: 
 mortgage 

 home is owned with a 
 mortgage 

 45.0% 

 home: rent  home is rented  43.2% 

 home: own  home is owned without a 
 mortgage 

 11.7% 

 verification: 
 not verified  income is not verified  32.5% 

 verification: 
 source verified  income source is verified  38.2% 

 verification: 
 verified  income is verified  29.3% 

 initial listing 
 status: 

 fractional 
 loan listed as fractional  45.6% 

 initial listing 
 status: whole  loan listed as whole  54.4% 

 Panel C: Borrower creditworthiness 
 Variable  Definition  Mean  SD 

 dti 

 ratio calculated using the 
 borrower’s total monthly 
 debt payments on the total 
 debt obligations, excluding 
 mortgage and the requested 
 LC loan, divided by the 
 borrower’s self-reported 
 monthly income 

 17.8  8.4 

 fico_range_low 
 lower boundary of the 
 borrowers FICO range at 
 loan origination 

 695  31 

 credit_history  credit bureau history in 
 years  16.2  7.7 

 acc_open_past 
 _24mths 

 number of trades opened in 
 past 24 months  4.5  3.1 

 avg_cur_bal  average current balance of 
 all accounts  12,212  15,593 

 bc_open 
 _to_buy 

 total open to buy on 
 revolving bankcards  9,397  14,490 

 bc_util 

 ratio of total current balance 
 to high credit (or credit 
 limit) for all bankcard 
 accounts 

 60.7  27.1 

 delinq_2yrs 

 number of 30+ days 
 past-due incidences of 
 delinquency in the 
 borrowers’ credit file for the 
 past 2 years 

 0.3  0.9 

 inq_last_6mths 
 number of inquiries in past 
 6 months (excluding auto 
 and mortgage inquiries) 

 0.7  1.0 

 mo_sin_old 
 _rev_tl_op 

 months since oldest 
 revolving account opened  180.3  93.9 

 mort_acc  number of mortgage 
 accounts  1.5  1.9 

 mths_since 
 _recent_bc 

 months since most recent 
 bankcard account opened  23.7  30.6 

 mths_since 
 _recent_inq 

 months since most recent 
 inquiry  6.8  5.5 

 num_tl_op 
 _past_12m 

 number of accounts opened 
 in past 12 months  2.1  1.8 

 percent_bc_gt_ 
 75 

 percentage of all bankcard 
 accounts > 75% of limit  45.2  35.2 

 revol_util 

 revolving line utilization 
 rate, or the amount of credit 
 the borrower is using 
 relative to all available 
 revolving credit 

 52.2  24.1 

 tot_hi_cred 
 _lim 

 total high credit or credit 
 limit  158,580  172,866 

 total_bc_limit  total bankcard high credit or 
 credit limit  20,469  20,912 

 Notes: The statistics are generated based on a sample 
 of Lending Club loans of single applicant 3-year 
 loans originated during June 2007 through February 
 2017 with performance snapshot of 2019Q1, total 
 982,245 loans. 

 Figure 1. Loan volume, pricing, and performance 
 over time 

 Figure  1  plots  the  loan  volume,  pricing,  and 
 performance  of  the  LC  loans  along  the  loan  issuance 
 date.  The  loan  volume  was  quite  small  in  the 
 beginning  with  only  23  loans  issued  in  the  LC  debut 
 month  of  June  2007.  The  loan  volume  gradually 
 picked  up  and  reached  1,000  loan  issuances  in  June 
 2011.  LC  business  grew  rapidly  in  the  next  4-5  years. 
 Since  2015  the  monthly  origination  volume  has  been 
 around  25,000.  At  the  peak,  44,000  loans  were 
 originated  in  the  single  month  of  March  2016.  The 
 interest  rate  has  been  relatively  stable,  fluctuating  in 
 the  range  of  10%-14%.  Conversely,  the  default  rate 
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 was  quite  volatile.  It  was  high  up  to  2009,  which 
 could  be  due  to  the  nascency  of  the  business  and  the 
 financial  crisis  of  2007-2009.  Afterwards  the  default 
 rate  decreased  and  stayed  below  the  interest  rate  line. 
 In  the  extreme  month,  the  interest  rate  was  as  much 
 as  4%  higher  than  the  default  rate.  But  starting  from 
 2015  when  the  loan  volume  stabilized  at  the  high 
 level,  the  default  rate  became  higher  than  the  interest 
 rate. 

 Figure 2. Loan volume, pricing, and performance by 
 loan grade 

 Figure  2  presents  the  loan  volume,  pricing,  and 
 performance  along  the  dimension  of  LC  loan  grade. 
 LC  assigns  grades  to  inform  investors  of  its  assessed 
 risks.  The  grade  system  contains  6  letter  groups  from 
 A  to  G  with  increasing  risks.  Within  each  grade,  there 
 are  5  numeric  subgrades  from  1  to  5  with  increasing 
 risks.  For  simplicity  this  paper  refers  to  the  letter  and 
 number  combined  grade  as  grade  unless  otherwise 
 noted.  Figure  2  shows  that  the  loan  distribution  is 
 right  skewed  with  grades  A  through  D  taking  almost 
 96%  of  the  loans  and  grade  B  being  the  most 
 populated  with  35%  of  the  loans.  The  interest  rate  is 
 the  same  for  loans  with  the  same  grade  at  the  same 
 issuance  time  and  is  adjusted  periodically.  Figure  2 
 shows  a  very  clear  monotonic  increasing  trend  of  the 
 interest  rate  with  grade,  confirming  the  mapping 
 between  grade  and  interest  rate.  The  best  grade  A1 
 has  an  average  interest  rate  of  approximately  2%,  and 
 the  worst  grade  G5  has  an  average  interest  rate  as 
 high  as  40%.  The  default  rate  also  monotonically 
 increases  with  grade,  suggesting  that  LC  grade  rank 
 orders  risks.  However,  the  interest  rate  line  and  the 
 default  line  have  different  slopes.  For  loans  with 
 good  grades,  the  interest  rate  is  higher  than  default 

 rate  on  average,  so  on  aggregate  investing  highly 
 rated  loans  returns  positive  cash  flow.  But  for  riskier 
 loans,  the  interest  rate  is  not  high  enough  to  cover  the 
 losses.  This  echoes  the  finding  by  Emekter  et  al. 
 (2015)  that  the  high  risks  of  low-grade  loans  are  not 
 covered by the interest rate charged. 

 The  dataset  is  then  split  into  training  and  testing 
 by  issue  year.  In  earlier  years  of  LC  business,  the 
 number  of  loans  were  few,  the  screening  models  were 
 still  at  their  learning  stage,  and  the  default  rates  were 
 high.  We  decide  to  drop  this  small  volume  of  loans 
 and  use  loans  issued  during  January  2011-  December 
 2015  for  training  the  screening  models,  and  loans 
 issued  afterwards  (January  2016  -  February  2017)  for 
 testing.  Our  testing  sample  is  not  only  out  of  sample 
 but  also  out  of  time,  enabling  a  more  rigorous  and 
 meaningful  testing.  The  training  and  testing  datasets 
 have  603,497  and  361,319  observations,  respectively. 
 To  facilitate  the  tuning  speed,  we  randomly  sample 
 30%  of  the  training  sample  to  construct  the 
 hyperparameter  tuning  sample  of  the  XGB  models. 
 The  tuning  dataset  contains  181,049  loans,  which  is 
 sufficiently large for the tuning purpose. 

 We  develop  screening  models  using  two  types  of 
 algorithms:  the  LR  model  and  the  XGB  model.  In 
 predicting  credit  risk  of  retail  loans  with  binary 
 outcomes,  Logistic  regression  is  a  commonly  used 
 conventional  statistical  model,  while  machine 
 learning  algorithms  like  XGB  are  gaining  popularity. 
 Variable  contribution  to  screening  is  shown  by 
 variable  importance.  The  model  performance  is 
 evaluated by model rank ordering of loan defaults. 

 3.  Research Methodology 

 3.1. Logistic Regression 

 The  Logistic  regression  model  is  a  parametric 
 statistical  model  used  to  predict  the  probability  of  a 
 binary  outcome.  It  takes  inputs  (or  independent 
 variables,  explanatory  variables)  and  estimates  a 
 linear  function  of  them,  then  the  weighted  sum  of  the 
 inputs  will  be  transformed  through  a  Logistic 
 function  to  output  a  continuous  number  between  0 
 and  1  as  the  predicted  probability  of  the  outcome  (or 
 dependent  variable).  The  functional  form  of  the 
 Logistic regression can be written as 
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 𝑙𝑜𝑔𝑖𝑡  𝑌 ( ) = log  𝑙𝑜𝑔     𝑌 
 1 − 𝑌 ( )   = β '  𝑋 

 where  Y  is  the  binary  dependent  variable  which 
 equals  1  for  an  event  and  0  for  a  non-event,  and  X  is 
 the  vector  of  the  independent  variables.  The  β  are  the 
 model  coefficients  which  can  be  estimated  by 
 maximizing  the  log-likelihood  function.  With  the 

 estimated  the  response  probability  can  be  predicted β
^

 as 

 𝑃  𝑌 =  1 ( ) =  𝑒 β
^  ' 

 𝑋 

 1 + 𝑒 β
^  ' 

 𝑋 

 The  modeling  analysis  of  this  paper  is  implemented 
 in  R  3.6.1.  We  fit  the  Logistic  regression  model  using 
 the  glm  function available in base  R  . 

 3.2. XGB 

 XGB  (Chen  and  Guestrin,  2016)  is  a  type  of 
 ensemble  model.  Arguing  that  one  single  learner 
 might  be  unstable,  ensemble  models  train  multiple 
 learners  with  a  common  objective  to  generate  a  more 
 robust  learner.  XGB  leverages  the  boosting  technique 
 under  which  learners  are  built  sequentially  until  no 
 further  improvement  can  be  made.  Boosting  creates 
 multiple  new  training  datasets  via  random  sampling 
 with  replacement  over  weighted  data  and  the 
 previous  learner  informs  the  weight.  XGB  is  shown 
 to  be  effective  in  reducing  variations  and  improving 
 stability  and  is  gaining  wide  popularity.  This  paper 
 will  calibrate  and  estimate  XGB  models  using  R  caret 
 package  with  the  xgboost  package  running  in  the 
 background. 

 In  machine  learning  models,  the  dependent 
 variable  is  often  called  the  label  and  the  independent 
 variables  are  called  the  features.  Corresponding  to 
 variable  coefficients  in  parametric  models,  machine 
 learning  models  are  specified  by  hyperparameters. 
 The  XGB  hyperparameters  include  nrounds  (number 
 of  iterations),  max_depth  (maximum  tree  depth),  eta 
 (learning  rate),  gamma  (minimum  split  loss), 
 min_child_weight  (minimum  child  weight),  lambda 
 (L2  regulation  on  leaf  weights,  equivalent  to  Ridge 
 regression  if  equals  1),  alpha  (L1  regulation  on  leaf 
 weights,  equivalent  to  LASSO  regression  if  equals  1), 
 colsample_bytree  (subsample  ratio  of  columns),  and 

 subsample  (subsample  percentage).  XGB  models 
 with  larger  number  of  iterations,  deeper  trees,  smaller 
 learning  rate,  smaller  split  loss,  and  smaller  child 
 weight  can  achieve  better  fitting  of  the  development 
 sample;  but  might  overfit  with  less  comparable 
 performance  on  the  testing  sample.  We  calibrate  the 
 key  hyperparameters  to  reduce  variations  of  model 
 performance  across  samples.  A  grid  search  is 
 performed  for  combinations  of  the  hyperparameter 
 values  to  identify  a  set  of  hyperparameters  leading  to 
 the  best  performance.  In  addition,  this  paper  uses  the 
 5-fold  cross-validation  to  address  potential  overfitting 
 issues.  The  training  dataset  is  divided  equally  into 
 five  random  samples  and  each  time  four  of  them  are 
 used  for  model  training  and  the  remaining  one  sample 
 is  used  for  validation.  For  a  combination  of 
 hyperparameters,  the  overall  performance  is  the 
 average  of  the  five  performances  on  the  validation 
 sample  as  it  takes  one  of  the  five  samples.  In  the  end, 
 the  combination  of  hyperparameters  resulting  in  the 
 best  performance  is  selected  as  the  optimal 
 hyperparameters.  The  final  model  is  then  estimated 
 using  the  optimized  hyperparameters  on  the  entire 
 training sample. 

 Table 2: Hyperparameter tuning 
 Hyper 

 parameters 
 max tree 

 depth 
 eta 

 (learning rate) 
 gamma 

 (min split loss) 
 search range  5, 6, 7, 8  0.01, 0.05, 0.1  0.01, 0.05, 0.1 

 XGB-X0  5  0.05  0.05 
 XGB-X1  5  0.05  0.01 

 Notes:  The  XGB  hyperparameters  are  tuned  using  the 
 tuning  sample  of  a  30%  random  sample  of  the 
 training  dataset  with  total  observations  of  181,049 
 observations. 

 We  tune  three  key  hyperparameters  of  XGB: 
 maximum  tree  depth,  learning  rate,  and  minimum 
 loss  split.  Table  2  Row  1  shows  the  search  ranges  of 
 the  hyperparameter  tuning.  We  test  maximum  tree 
 depth  from  5  through  8,  and  learning  rate  and 
 minimum  loss  split  for  the  values  of  0.01,  0.05,  and 
 0.1,  respectively.  In  total,  36  combinations  of 
 hyperparameters  are  evaluated  for  each  model.  We 
 set  the  number  of  iterations  to  be  500,  which  is 
 reasonably  large.  The  minimum  child  weight  is  set 
 fixed  at  the  value  of  5.  The  hyperparameter  lambda  is 
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 set  at  1,  alpha  is  set  at  0,  subsample  ratio  of  columns 
 is  set  at  0.8,  and  subsample  is  set  at  1.  Rows  2-3  of 
 Table  2  report  the  optimized  hyperparameters  of  the 
 XGB  model  with  feature  set  X0  and  X1.  Details  on 
 the feature sets are provided in the next sub-section. 

 3.3. Model Specification 

 We  use  the  LC  assigned  interest  rate  as  the 
 baseline  for  default  prediction.  As  the  interest  rate  is 
 assigned  by  the  loan  grade,  the  predictive  power  of 
 interest  rate  reflects  the  quality  of  grade  in  signaling 
 loan  quality.  To  calibrate  the  difference  between  the 
 2-year  default  probability  and  the  interest  rate  of 
 3-year  maturity,  we  estimate  a  Logistic  regression  of 
 default  with  interest  rate  as  the  only  explanatory 
 variable.  We  record  the  benchmark  model  as  LR-X0. 
 Similarly,  we  develop  a  XGB  benchmark  model, 
 XGB-X0,  with  interest  rate  as  the  only  feature.  We 
 expect  interest  rate  is  better  calibrated  under 
 XGB-X0  than  LR-X0  since  ML  can  capture 
 nonlinear  relationships  better  than  LR,  which  is  a 
 generalized linear regression. 

 The  feature  set  used  to  develop  the  screening 
 models  contains  interest  rate,  loan  and  application 
 information  (funded  loan  amount,  amount  difference 
 between  the  applied  and  funded  loan  amount,  PTI, 
 employment  length,  loan  purpose,  home  ownership, 
 listing  status,  and  verification  status),  key  bureau 
 variables  (DTI,  the  lowest  FICO),  and  the  15  selected 
 bureau  variables.  We  also  control  for  loan  issue  year 
 and  residence  state.  The  corresponding  screening 
 models are labeled as LR-X1 and XGB-X1. 

 3.4. Performance Measure and Model Interpretation 

 Model  performance  is  evaluated  for  its  ranking 
 ordering.  The  performance  metric  used  for  model 
 rank  ordering  is  AUC.  With  a  range  from  0  to  1,  the 
 AUC  reflects  the  area  under  the  receiver  operating 
 characteristic  (ROC)  curve.  The  larger  the  AUC,  the 
 better  the  model  classifies  events.  The  ROC  curve 
 plots  the  true  positive  rate  (TPR)  on  the  y  axis  and 
 false  positive  rate  (FPR)  on  the  x  axis,  so  ideally  the 
 ROC  curve  should  be  pushed  to  the  edge  of  the  upper 
 left  corner  with  100%  TPR  and  0%  FPR  and  area 
 under the curve is maximized to be 1. 

 Unlike  parametric  statistical  models  whose  model 
 specification  can  reveal  the  relationship  between 
 model  inputs  and  model  outputs,  dubbed  as  a  “black 
 box”,  ML  is  more  complicated  and  less  transparent. 
 We  report  variable  importance  of  the  models  to  help 
 understand  the  contributions  of  variables  to  loan 
 screening.  The  variable  importance  of  LR  is  ranked 
 by  the  magnitude  of  the  standardized  coefficients, 
 and  the  variable  importance  of  XGB  is  ranked  by  the 
 impurity  importance  which  is  defined  as  the 
 improvement  in  the  performance  measure  (the  area 
 under  the  curve,  AUC,  is  used  in  this  paper) 
 attributed  to  the  splitting  variable  at  each  split  in  each 
 tree,  weighted  by  the  number  of  observations  the 
 node  is  responsible  for.  The  feature  importance  is 
 then  accumulated  over  all  the  trees  in  the  model  for 
 each  variable.  The  variable  importance  is  scaled  to 
 the  variable  with  the  top  importance  with  a  value  of  0 
 to 100. 

 4.  Results 

 Table  3  reports  the  model  performance  in  rank 
 ordering  defaults.  If  calibrated  by  LR,  the  interest  rate 
 has  a  training  AUC  of  66.0  and  a  testing  AUC  of 
 67.7.  The  performance  is  similar  under  XGB  with  a 
 training  AUC  is  67.0  and  a  testing  AUC  of  66.9.  If 
 investors  develop  customized  screening  models 
 supplementing  interest  rate  with  publicly  available 
 information  on  loan  and  borrower,  their  screening 
 ability  can  be  improved  even  more.  The  LR-X1  has  a 
 training  AUC  of  69.7  and  a  testing  AUC  of  69.9,  and 
 the  XGB-X1  has  a  training  AUC  of  72.8  and  a  testing 
 AUC  of  70.7.  Comparing  XGB-X1  with  LR-X0 
 shows  that  by  leveraging  both  the  full  set  of  granular 
 information  and  loan  grade,  and  the  more 
 sophisticated  ML  algorithm,  the  performance  of 
 screening  is  improved  by  10.3%  (AUC  72.8  vs.  66.0) 
 in  sample  and  4.4%  (AUC  70.7  vs.  67.7)  out  of 
 sample.  In  utilizing  the  full  information  set  to 
 develop  the  screening  model,  the  XGB  model 
 performs  better  than  the  traditional  statistical  model, 
 with  an  AUC  gain  of  4.4%  (72.8  vs.  69.7)  in  sample 
 and 1.1% (70.7 vs. 69.9) out of sample. 

 The  better  performance  of  machine  learning 
 algorithm  XGB  over  LR  could  be  attributed  to  its 
 ability  to  fit  complicated  data  patterns  such  as 
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 nonlinearities  and  interactions.  For  example,  the 
 current  specification  of  LR  assumes  a  linear 
 relationship  between  default  and  FICO,  but  the 
 relationship  could  potentially  be  nonlinear.  Sourced 
 from  the  same  borrower  credit  profile,  FICO  could  be 
 related  to  other  bureau  variables,  which  is  not 
 accounted  for  explicitly  in  the  LR  model  used.  We 
 may  specify  more  complicated  parametric  models  to 
 account  for  possible  nonlinearities  or  interactions,  but 
 ML  models  can  learn  the  data  patterns  by  themselves, 
 resulting  in  more  flexible  and  better  model 
 performance. 

 Table 3: Model performance comparison 
 LR-X0  XGB-X0  LR-X1  XGB-X1 

 Training  66.0  67.0  69.7  72.8 
 Testing  67.7  66.9  69.9  70.7 

 Table 4: Model variable importance comparison 
 LR-X1  XGB-X1 

 int_rate  100  int_rate  100 
 pti  49  pti  15 

 acc_open_past_ 
 24mths  43  acc_open_past_ 

 24mths  14 

 dti  42  dti  10 
 fico_range_low  28  issue_y2015  9 

 mths_since_ 
 recent_bc  24  fico_range_low  8 

 percent_bc_gt_75  20  tot_hi_cred_lim  6 
 inq_last_6mths  18  emp_length  5 
 mo_sin_old_ 

 rev_tl_op  18  total_bc_limit  5 

 emp_length  18  avg_cur_bal  5 

 Table  4  lists  the  10  variables  with  top  importance. 
 Both  LR-X1  and  XGB-X1  list  interest  rate  as  the 
 most  important  variable.  Both  models  list  PTI, 
 number  of  accounts  opened  in  the  past  24  months, 
 and  DTI  as  the  next  three  most  important  variables. 
 The  FICO  score  is  not  ranked  as  high  with 
 consideration  of  more  granular  bureau  variables. 
 Overall,  this  paper  finds  that  LC  loan  grade  is  highly 
 effective  in  risk  screening,  however,  application  and 
 borrower  information  can  supplement  loan  grade  to 
 further  improve  loan  screening.  Such  variables  are 
 PTI,  number  of  accounts  opened  in  the  past  24 
 months, DTI, and FICO. 

 5.  Conclusion 

 In  P2P  lending,  the  platforms  do  not  serve  as  the 
 intermediator  and  therefore  do  not  bear  the  credit 
 risks  of  the  listed  loans.  Investors  take  on  the  credit 
 risks  directly  and  therefore  the  objectives  of 
 platforms  and  investors  could  potentially  be 
 misaligned.  This  creates  a  motivation  for  P2P 
 investors  to  actively  screen  loans  rather  than  depend 
 on  the  suggestive  grade  provided  by  platforms. 
 Platforms  are  required  to  share  with  investors  the 
 same  information  they  used  in  approving  loans  and 
 assigning  grades,  making  it  feasible  for  investors  to 
 screen  loans  beyond  loan  grade.  This  paper  shows  the 
 possibility  and  value  of  active  screening.  Leveraging 
 both  the  full  set  of  granular  information  and  loan 
 grade,  and  under  the  more  advanced  ML  algorithm, 
 the  performance  of  screening  is  improved  by  10.3% 
 in  sample  and  4.4%  out  of  sample  in  rank  ordering. 
 XGBoost  also  outperforms  the  conventional 
 parametric  Logistic  regression  model  with  a 
 performance  gain  of  4.4%  in  sample  and  1.1%  out  of 
 sample. 
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 Abstract 

 Huntington’s  disease  is  classified  as  a  rare  neurodegenerative  disease  that  affects  patients’  motor  skills.  The 
 disease  is  passed  on  from  generation  to  generation  due  to  it  being  a  dominant  genetic  disease.  Some  symptoms  of 
 Huntington’s  disease  include  chorea  and  cognitive  decline.  Although  there  is  no  current  cure,  scientists  believe 
 that  gene  editing  methods  such  as  CRISPR/Cas9  could  be  a  possible  way  to  combat  Huntington’s.  A  couple  of 
 methods  scientists  used  to  research  treatments  for  Huntington’s,  include  using  hiPSCs  with  CRISPR/Cas9  and 
 personalizing  the  CRISPR/Cas9  treatment  using  specific  PAM  sites.  These  methods  have  not  been  tested 
 clinically  yet,  and  there  is  still  more  research  to  be  done  on  whether  this  is  entirely  safe,  however,  there  is  still 
 hope that this technique could become a cure in the future. 

 Keywords: Huntington’s Disease, Gene Editing, CRISPR, Biology, Genetics 

 1.  Introduction 

 Huntington’s  disease  (HD)  is  a  dominant,  genetic 
 disorder  that  causes  neural  degeneration.  This  disease 
 is  relatively  rare,  occurring  in  around  1  in  every 
 10,000  people  in  the  United  States  (Huntington’s 
 Disease  Overview,  Incidence  and  Prevalence  of  HD, 
 n.d.).  Many  patients  usually  start  developing 
 symptoms  between  the  age  of  30  and  50,  however  it 
 can  begin  as  early  as  the  age  of  two  (Roos,  2010). 
 HD  is  characterized  by  unwanted  choreatic 
 movement  as  well  as  motor,  cognitive,  and 
 psychiatric  disturbances  (Roos,  2010).  Chorea  is 
 classified  as  jerky,  involuntary  movement  that 
 initially  takes  place  in  the  fingers  or  toes  and 
 eventually  moves  up  to  facial  muscles  and  other  parts 
 of  the  body.  In  addition  to  the  chorea,  patients 
 experience  a  decline  in  motor  skills  such  as  slurred 
 speech  or  balance  issues  (What  is  Huntington’s 
 Disease?,  n.d.).  Day-to-day  activities  become  harder, 

 and  patients  have  a  difficult  time  walking  or  standing. 
 In  addition  to  the  many  physical  symptoms,  HD 
 patients  also  experience  significant  cognitive  issues 
 such  as  depression,  apathy,  or  dementia  (What  is 
 Huntington’s Disease?, n.d.). 

 HD  is  caused  by  a  DNA  error  in  the  huntingtin 
 gene  which  is  important  since  it  makes  proteins  that 
 help  brain  development  before  birth  and  plays  a  role 
 in  synaptic  function  (Roos,  2010).  It  also  has  an 
 anti-apoptotic  function  which  is  crucial  so  that  a  cell 
 can  get  rid  of  itself  in  the  case  of  abnormalities  such 
 as  improper  cell  division.  Normally,  the  gene  has 
 less  than  26  CAG  letter  repeats,  but  the  faulty  gene 
 consists  of  more  than  40  CAG  repeats,  which  cause 
 the  protein  to  be  too  long  (UC  Davis  Health,  n.d.). 
 Over  time,  the  mutant  protein  misfolds  and  forms 
 clumps  in  neurons,  eventually  leading  to  cell  death 
 by  stopping  necessary  functions  (Finkbeiner,  2011). 
 The  reason  why  many  treatments  or  cures  have  not 
 been  developed  so  far,  is  because  it  is  difficult  to 
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 treat  the  mutation  without  completely  removing  the 
 gene.  As  the  huntingtin  gene  is  essential  to  have  in 
 the  body,  a  patient  cannot  afford  to  lose  it,  making 
 this option unviable. 

 A  Huntington  patient’s  life  is  divided  into  2 
 stages,  at-risk  preclinical  and  clinical  (Roos,  2010).  If 
 someone  has  a  parent  with  Huntington,  doctors  have 
 enough  information  about  genetic  inheritance  to 
 know  that  the  child  could  potentially  develop  the 
 disease,  labeling  them  as  at-risk  preclinical.  People  in 
 this  stage  do  not  show  any  symptoms  and  have  not 
 manifested  the  disease  yet,  so  it  is  part  of 
 preventative  care  to  let  the  patient  and  doctor  know  to 
 look  out  for  signs  (Roos,  2010).  This  stage  comes  to 
 an  end  once  they  confirm  that  the  patient  begins  to 
 display  symptoms  and  carry  the  extra  CAG  repeats 
 on  the  huntingtin  gene  (Roos,  2010).  As  a  person 
 approaches  the  clinical  stage,  they  start  developing 
 more  symptoms  and  signs  associated  with  the 
 disease. 

 As  of  now,  there  are  no  cures  for  Huntington’s, 
 however  there  are  treatments  to  help  patients.  Genetic 
 counselors  can  aid  both  patients  and  families  with  the 
 mental  health  symptoms  and  help  explain  what 
 exactly  the  patient  is  going  through  (Roos,  2010). 
 Additionally,  physical  and  occupational  therapists 
 work  with  patients  and  families  to  ease  symptoms; 
 there  are  also  medicines  to  provide  relief.  For 
 example,  dopamine  receptor  blocking,  or  depleting 
 agents  are  used  to  treat  chorea  (Roos,  2010). 
 Additionally,  many  antidepressants  are  used  to  help 
 with  patients’  depression  as  a  result  of  the  disease. 
 However,  scientists  are  currently  doing  intensive 
 research  to  look  for  cures  for  Huntington’s  and 
 believe  that  the  answer  lies  in  gene  editing  with  tools 
 like CRISPR/Cas9. 

 2.  Gene Editing 

 Gene  editing  has  become  a  beneficial  tool  for 
 scientists  over  the  past  few  decades.  Specifically,  a 
 tool  called  CRISPR/Cas9  has  become  popular  in 
 recent  years  as  it  is  simpler,  faster,  and  more  efficient 
 to  use  compared  to  other  gene  editing  tools.  CRISPR, 
 also  known  as  clustered  regularly  interspaced  short 
 palindromic  repeats,  is  a  fairly  new  technology  that 
 allows  scientists  to  precisely  and  accurately  edit  the 

 DNA  of  an  organism  to  remove  mutations  or  create 
 new  beneficial  ones.  CRISPR  is  based  on  the  use  of 
 very  specific  and  programmable  nucleases  that 
 produce  changes  in  regions  of  interest  in  genomes 
 using  double-strand  breaks  (DSBs).  CRISPR  directs  a 
 nuclease  called  Cas9  to  a  specific  location  to  create 
 the  DSB.  Later,  the  cell  repairs  the  DSB  by  its  natural 
 mechanism  and  corrects  or  adds  new  sequences  in  the 
 DNA  strand.  (Schmidt,  et  al.,  2021)  Another 
 important  component  of  the  CRISPR  technology  is 
 the  guide  RNA  (gRNA)  that  guides  the  Cas9 
 nuclease  to  the  target  site  in  order  to  edit  the  genome. 
 gRNA  is  made  up  of  two  parts:  crispr  RNA  (crRNA) 
 and  tracr  RNA.  Once  these  components  join  and 
 guide  Cas9  to  the  site,  they  perform  a 
 sequence-specific  cleavage  by  recognizing  the  base 
 pairings  and  target  sequence.  (“Full  Stack  Genome 
 Engineering,” n.d.) 

 Figure  1:  This  figure  shows  the  general  steps 
 associated  with  CRISPR/Cas9.  Once  the  Cas9 
 enzyme  creates  a  DSB  in  the  DNA  strand,  new 
 nucleotide  bases  are  either  added  or  removed,  and 
 finally  repaired  by  cellular  mechanisms  such  as 
 NHEJ  and  HDR.  NHEJ  is  a  mechanism  that  simply 
 joins  the  two  ends  of  the  strand  together,  while  HDR 
 repairs  the  DNA  strand  by  matching  the  nucleotide 
 pairs.  This  results  in  an  addition  or  deletion  of  certain 
 genes. (Rodríguez-Rodríguez, et al., 2019) 

 In  addition  to  gRNA,  CRISPR  requires 
 protospacer  adjacent  motif,  or  PAM,  sites  to 
 accurately  find  the  intended  target  site.  PAM 
 sequences  are  groups  of  around  three  to  five 
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 nucleotides  that  are  close  to  the  target  which  help 
 Cas9  identify  where  to  bind  to.  The  length  of  the 
 PAM  sequence  helps  determine  the  frequency  of  the 
 target  sites;  longer  sequences  are  found  less 
 frequently  in  the  genome  than  shorter  ones,  while 
 shorter  sequences  are  more  frequent.  The  length  also 
 helps  figure  out  how  persistent  unintended  off-target 
 cuts  will  be.  If  a  PAM  site  is  long,  there  are  less 
 chances  for  there  to  be  off-target  cuts  since  the  more 
 specific  the  sequence  is,  the  less  likely  it  is  for  Cas9 
 to  mess  up  while  reading  the  nucleotides.  However,  if 
 a  PAM  site  is  short,  that  means  the  sequences  occur 
 more  frequently  on  the  genome  so  the  Cas9  might 
 pick  one  that  is  not  intended.  Although  a  lot  of 
 research  has  been  done  on  CRISPR,  scientists  are  still 
 not  sure  about  the  full  effects  off-target  cuts  might 
 have  on  organisms.  Nevertheless,  there  are  many 
 methods  that  are  used  to  perfect  gRNA  design  as 
 much  as  possible  to  limit  these  cuts.  One  way  the 
 gRNA  design  is  enhanced  is  to  use  the  mutant 
 version  of  Cas9  called  nSpCas9.  This  mutant  enzyme 
 requires  two  nSpCas9  to  make  a  DSB,  each  with  its 
 own  sgRNA.  Off-target  activity  is  reduced  by  50  to 
 even  1,500  times  using  this  method  (Roos,  2010; 
 Rodríguez-Rodríguez, et al., 2019). 

 Figure 2: Here, the sgRNA, modeled with the green, 
 guides the Cas9 molecule to the target site near the 
 PAM sites in blue and creates a DSB in the strand. 
 (Full Stack Genome Engineering, n.d.) 

 Even  though  CRISPR  has  a  lot  of  potential,  it  is 
 important  to  be  aware  of  its  risks  as  well.  In  a  study 

 done  at  Columbia  University,  researchers  created  40 
 embryos  with  a  mutation  responsible  for  blindness 
 (“Lab  Tests  Show  Risks  of  Using  CRISPR  Gene 
 Editing  on  Embryos,”  2020).  They  edited  these 
 embryos  to  get  rid  of  the  mutation,  however  they 
 found  that  instead  of  editing  the  mutation,  the 
 chromosome  with  the  mutation  disappeared 
 altogether.  This  change  is  extremely  fatal  for  embryos 
 and  can  alter  many  important  functions.  Furthermore, 
 there  is  not  enough  evidence  from  research  showing 
 any  long-term  effects  that  CRISPR  could  have  on  a 
 genome  or  person  (“Lab  Tests  Show  Risks  of  Using 
 CRISPR Gene Editing on Embryos,” 2020). 

 Figure 3: This figure shows the huntingtin gene on 
 chromosome 4. The blue sequences model the pam 
 sites and the orange triangles are the cut site. The 
 green guide RNA is guiding the Cas9 to the specific 
 target site to correct the mutation. (Reproduced from 
 “Full Stack Genome Engineering,” n.d.) 

 Despite  its  risks,  CRISPR  could  still  be  extremely 
 useful  and  promising.  Many  therapies  and  treatments 
 for  diseases  such  as  sickle-cell,  cancer,  down 
 syndrome,  and  Huntington’s  include  the  use  of 
 CRISPR.  Although  these  therapies  are  still  being 
 researched,  some  are  going  through  clinical  trials  and 
 might  become  widespread  treatments.  Recently,  some 
 scientists  conducted  experiments  with  CRISPR  to  see 
 if  they  could  suppress  the  mutation  in  Huntington’s 
 disease and found promising results. 

 3.  New Potential Therapies 

 As  Huntington’s  disease  does  not  have  any  cures 
 right  now,  scientists  are  doing  all  they  can  to  research 
 potential  ones.  However,  there  are  not  any  clinical 
 trials  right  now  for  HD  because  of  the  limitations  of 
 CRISPR.  Currently,  CRISPR  is  mostly  used  for  blood 
 disorders  such  as  sickle  cell  anemia  or  thalassemia 
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 because  of  how  accessible  and  easy  it  is  to  treat  blood 
 cells.  But,  since  this  disorder  mainly  affects  the  brain 
 and  neurons,  it  is  much  more  difficult  to  do 
 treatments  with  gene  editing  in  the  brain  due  to  its 
 inaccessibility.  Additionally,  there  is  the  issue  of 
 getting  the  CRISPR  treatment  to  every  affected  cell 
 in  the  human  body.  There  are  millions  of  cells  in  a 
 person,  and  current  technology  is  not  equipped  to 
 deliver  the  treatment  to  every  single  cell  yet. 
 Nonetheless,  there  is  still  research  going  on  in  vitro 
 related to treatments for Huntington. 

 An  example  is  an  experiment  that  a  couple  of 
 scientists  conducted  in  2017  where  they  used  human 
 induced  pluripotent  stem  cells  (hiPSCs)  and  edited 
 their  DNA  using  CRISPR/Cas9.  hiPSCs  are  special 
 types  of  stem  cells  that  are  taken  from  a  person  and 
 treated  with  different  transcription  factors  that 
 maintain  their  pluripotency,  which  is  the  ability  of  a 
 stem  cell  to  make  other  types  of  cells  in  the  body 
 (Xu,  et  al.,  2017).  hiPSCs  are  particularly  useful 
 since  they  are  easy  to  culture  in  a  lab  and  can  become 
 any  desired  cell  type.  Since  Huntington  affects 
 neurons  and  muscle  cells,  scientists  can  use  hiPSCs 
 to  create  these  different  types  of  cells  while  having 
 them remain genetically identical. 

 Because  these  cells  are  being  cultured  outside  of  a 
 natural  environment  there  are  chances  that  they  can 
 pick  up  different  types  of  undesirable  mutations  or 
 changes,  so  remaining  genetically  identical  is  crucial 
 to  get  accurate  results  throughout  the  study.  After 
 creating  their  gRNA,  the  scientists  made  different 
 types  of  selections  to  see  which  cells  received  the 
 correct  CRISPR  editing,  did  not  receive  it,  received  a 
 mutant  version,  or  received  it  and  died  (Xu,  et  al., 
 2017).  This  marker  is  useful  when  they  go  back  to 
 study  the  population  of  cells  that  CRISPR 
 successfully  altered.  Once  the  CRISPR/Cas9  reached 
 the  cells,  the  researchers  concluded  that  it 
 successfully  corrected  the  HD  mutation  in  the  cell 
 population.  They  compared  the  corrected  cells  with 
 normal  ones  and  reported  that  the  corrected  ones 
 were functioning normally (Xu, et al., 2017). 

 In  another  study,  a  group  of  different  scientists 
 attempted  to  do  the  same  thing,  just  using  a  different 
 approach.  Here,  the  researchers  used  a  personalized 
 CRISPR/Cas9  strategy  based  on  SNPs  to  target 
 specific  CRISPR/Cas9  sites  targeting  the  mutant 

 huntingtin  gene  (Shin,  et  al.,  2016).  First,  the 
 researchers  identified  eight  of  the  most  frequent 
 huntingtin  gene  haplotypes.  Upon  identification,  they 
 looked  for  pairs  of  PAM  sequences  that  were  present 
 in  the  mutant  chromosome  but  not  from  the  normal 
 chromosome.  Afterwards,  the  scientists  used 
 CRISPR/Cas9  to  target  the  PAM  sites  and  eliminate 
 the  promoter  region,  transcription  start  site,  and  CAG 
 repeats.  Conclusions  and  results  showed  that 
 performing  these  actions  permanently  inactivated  the 
 CAG  repeats  in  the  mutant  Huntingtin  gene,  thus 
 getting  rid  of  the  disease.  Something  unique  about 
 this  approach  is  that  it  can  be  personalized  for  every 
 patient  which  is  important  since  one  technique  might 
 work  on  someone’s  body  but  be  rejected  by 
 another’s.  Therefore,  this  approach  might  be  more 
 favorable than the previous one (Shin, et al., 2016). 

 Figure  4:  This  figure  shows  the  general  steps  that  a 
 group  of  scientists  took  to  research  potential 
 Huntington  cures.  After  taking  out  hiPSCs  from 
 patients,  as  shown  on  the  left,  they  used 
 CRISPR/Cas9  to  correct  the  mutation.  The  right  part 
 of  the  figure  shows  the  neural  cells  when  they  are 
 affected  with  Huntington’s  disease  compared  to 
 healthy  neural  cells.  (Reproduced  from  Xu,  et  al., 
 2017) 

 4.  Conclusion 

 Huntington’s  is  a  neurodegenerative  disease  that 
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 mainly  affects  neurons.  This  disease  is  caused  by  the 
 repeat  of  the  nucleotide  letters  CAG  in  the  huntingtin 
 gene,  causing  the  huntingtin  protein  to  be  abnormally 
 large  which  eventually  damages  the  cell.  As  of  now 
 there  is  no  cure  for  the  disease,  but  there  are 
 treatments  available  to  ease  symptoms  of  patients  that 
 are  affected  by  it.  In  the  search  of  a  cure,  scientists 
 are  researching  gene  editing  methods  to  try  to  silence 
 the  mutation.  The  CRISPR/Cas9  system  has  been 
 tested  on  cells  and  shows  that  it  is  possible  to  alter 
 the  gene  and  potentially  cure  the  disease  by  using 
 stem  cells  and  targeting  patient  specific  PAM  sites. 
 Clinical  trials  have  not  started  yet  since  it  is  much 
 more  difficult  to  use  CRISPR  in  patients  due  to  the 
 hardship  of  editing  every  cell  in  the  body.  However, 
 there  is  hope  that  in  the  future  this  treatment  could  be 
 used to help Huntington patients. 

 Figure  5:  This  figure  shows  the  various  PAM  sites 
 that  were  used  in  this  study  to  narrow  down  the 
 specific  target  sites.  (Reproduced  from  Shin,  et  al., 
 2016) 
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